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Fault Localization in Embedded Control System Software

Abstract

by

KAI LIANG

Embedded control systems are built and used everywhere in modern society. Therefore, bug-free control code is an important consideration. Using medical robot control systems, we develop an approach to automatically localize faulty statements in the control code. Our approach uses the controller structure and examples of normal behavior in simulation to construct a structured probabilistic models that compactly encode the dynamic behavior of the systems. We describe techniques that are used to improve the model, including feature selection and starting with a prior structure defined using the program dependence graph (PDG) of the controller. Given an anomalous behavior sequence, we analyze the values of system state variables to determine which variables are responsible for such an abnormal behavior. We use the variables obtained in this way together with the dynamic program dependence graph to determine a small set of potential causes (faulty statements) of the behavior, which are then ranked and presented to the developer. We evaluate our approach on the control systems for two prototype robotic surgery systems developed in our lab and demonstrate its ability to locate faults that cause adverse and anomalous events during the system’s operation.
Chapter 1

Introduction

Embedded systems have become ubiquitous and play an essential role in the upliftment of human society. An embedded system is a combination of computer hardware and software, either fixed in capability or programmable, that is specifically designed for a particular function. Embedded systems which are programmable are provided with programming interfaces, and embedded systems programming is a specialized occupation. Figure 1.1 gives several examples of popular applications. Embedded systems not only just exist in the daily necessities, but also become popular on a lot of other areas, for instance, industrial machines, automobiles, medical equipments, cameras, household appliances, airplanes, vending machines, toys, autonomous cars, etc.

Earlier this century, Google started a project called Google driverless car [5]. As of April 2012, Florida became the second state to allow testing of autonomous cars on public roads [6]. In September 2012, California [7] became the third state to legalize the use of self-driven cars for testing purposes. These autonomous vehicles could transform not only the way we travel, but also impact the way our society functions. Google is not the only company with driverless cars on the road. The year before last year, a BMW drove itself down the Autobahn, from Munich to Ingolstadt [8]. The Volkswagen Automotive Innovation Lab in Stanford, is building a successor to Junior [9]. Also, in Toyota Auto Show in 2011 [10], Toyota has revealed its latest Prius AVOS (Automatic Vehicle Operation System), which can be operated remotely. All above demonstrate the popularity of autonomous cars in modern society.
Figure 1.1 Some applications of Embedded System [1]

Figure 1.2 shows a self-driving car. Besides common components like power-train, braking, in-vehicle networking and airbag systems, an autonomous car requires sophisticated components like radar, lane-keeping, LIDAR (laser radar), infrared camera, stereo, GPS/inertial measurement, wheel encoder etc., each with its own underlying embedded system mechanism. These custom embedded systems are required to detect obstacles on the road, especially for autonomous cars.

Embedded systems are widely used in robotics. Robots can be autonomous or semi-autonomous and range from humanoids to industrial robots. In either case, they are always controlled by a computer program. Figure 1.3 shows the da Vinci surgical robot which is used in hospitals all over the world. It is made by an american company Intuitive Surgical, and it has been approved by the Food and Drug Administration in 2000. According to a recent article [11], there were 400,000 surgeries are executed by da Vinci robots in 2012.
Many embedded control systems are deployed in safety-critical environment where faults could have serious consequences. Thus it is significantly helpful to create a debugging tool to support developers while developing a control system.

Existing approaches [12, 13, 14, 15, 16] concentrate heavily on the hardware side where the primary focus is placed on restricting the hardware components in stable regions of available configuration space. Thus, there is an essential need for efficient and reliable techniques that can support programmers in building bug-free embedded system code. In this work, we
propose a novel fault localization approach which is evaluated on our testbed systems using two prototype surgical robots.

The behavior of some embedded systems is controlled using software components called “controllers”. For example, consider a robot that has a high-level goal of moving from one location to another. Typically, a solution to this goal will be computed using a path planner. The onboard controller will then execute the solution where at every point, it senses the current state of the system, reasons about the estimates of the state and the environment, determines an action to execute, and then carries it out. Controllers of this sort are also ubiquitous.

In some scenarios, auto-coding [17] can be used to ensure that the resulting controller code is free of faults. Note that it is not always possible especially for complex systems such as robots. In our work, we focus on systems where the controllers are designed and written manually, and thus, anomalous behavior of the systems due to software bugs is a possible concern.

In the second chapter, we provide an overview of the robotic surgery systems with descriptions of our testbed systems, two prototype surgical robots. We describe some work that is related to our method, for instance, parameter synthesis and coverage based fault localization technique. After that, a description of our algorithm is presented in the third chapter. In
addition, we show our empirical evaluation and current limitations in the fourth chapter. A conclusion and future work are given in the end.
Chapter 2

Background and Related Work

In this chapter, we describe Robotic Surgery Systems in terms of their advantages and disadvantages. Then two testbed controller of robotic surgical systems are described, in terms of robot component and the software controller. In the end, we briefly describe the coverage-based fault localization technique as a comparison with our approach and other related work.

2.1 Robotic Surgical System

RoSs (Robotic Surgery Systems) are modern surgical devices that use robotic systems to aid in surgical procedures. They perform surgery using small tools attached to a robotic arm. The surgeon controls the robotic arm with a computer. RoSs were developed to fulfill those actions that exceed the limit of minimally-invasive surgery and enhance the surgeon’s capabilities when performing the surgery. In some circumstances, using such systems can allow access to locations where manual instruments have difficulty reaching to perform image guided surgery [12, 18]. These systems are increasingly becoming popular worldwide and are being deployed for practical use, because they are able to decrease the time in the operating theater, the patient recovery time, and decrease the chance of side effects. In addition, these systems make surgeries that were technically unfeasible or difficult, now possible. However, most of these systems are very complex both in terms of their hardware and software. There are also some safety issues associated with these machines. The complexity of the systems creates a possibility for accidents due to hardware malfunctions, software malfunctions, observability limitations (visualization), or human–machine interface problems. Those accidents cannot be
ignored since they may cause the death of the patients. Indeed such events have already occurred, as evidenced by a number of adverse and anomalous (A&A) events reports filed by manufacturers with the Food and Drug Administration (FDA). One such report [19] contains the following description of an event involving the da Vinci Surgical System [20]:

\[D\]uring a da Vinci’s beating heart double vessel coronary artery bypass graft procedure at the hospital, there was an unexplained movement on the system arm which had the endowrist stabilizer instrument attached to it. [This] caused the feet at the distal end of the endowrist stabilizer instrument to tip downward resulting in damage to the myocardium of the patient’s left ventricle.

The accompanying “Manufacturer Narrative” states:

The investigation conducted by an isu field service engineer found the system to have successfully completed all verification tests and to function as designed. No system errors related to the cause of this event were found. Additional investigations conducted by clinical and software engineering were inconclusive as a root cause could not be determined based on the event descriptions reported by several eye witnesses and the review of the system’s event logs.

The adverse and anomalous event happens whenever the robot’s actual movement deviates from the expected behavior by a certain amount and harm the patient’s health. Since the robots we study are not employed in a clinical setting, we define an A&A event to be any behavior of the robot that deviates from expected behavior. Because it is unknown whether the events described above were caused by software issues or not, it is important to find an approach, which is our work in this thesis, to assist developers with automated tools to debug the control systems of these devices.
2.2 Testbed Hardware

In this work, we use two prototype robotic surgery systems which are developed and made in our lab. One is a Small Animal Biopsy Robot (SABiR) [21]. The other one is a manipulator that will allow minimally invasive beating heart surgery (BHR) [22].

2.2.1 SABiR

In this paragraph, we describe the Small Animal Biopsy Robot (SABiR). Figure 2.1 shows an image of the robot. It is a five-degree-of-freedom parallel robotic manipulator which is designed to take biopsies or deliver therapeutic drugs at targets in live small animal subjects. It employs a parallel design to achieve low inertia. The robot has high position resolution and can realize dexterous alignment of the needle before insertion. The design is lightweight and has high motion bandwidth, so that biological motion (e.g., breathing, heartbeat, etc) can be canceled while the needle is inserted in tissue. The robot consists of a needle mechanism held by two 5-bar linkage mechanisms, called the front and rear stages. The front stage has
two degrees of freedom (up/down, left/right) and the rear stage has three degrees of freedom (up/down, left/right, rotate forward/rotate backward). The stages are driven by five tendon mechanism motors and the joint angles are measured by encoders. The robot’s hardware state is characterized by its five joint angles, and there is a one-to-one correspondence between any position and orientation that the needle tip can reach and the set of joint angles.

2.2.2 BHR

The Beating Heart Robot (BHR) [23] uses a three-degrees-of-freedom (DOF) robotic platform employing a PHANToM Premium 1.5A haptic interface [24] as the robotic mechanism (Figure 2.2). The characteristic of the system makes it suitable for eventual use in minimally invasive beating heart surgery [22], with sufficient motion and speed for heart motion tracking. The robot is composed of a base rotation and a four-bar linkage, holding a tool arm. The degrees-of-freedom are driven by three tendon mechanism motors (one actuating the base rotation, and two actuating the four-bar linkage in parallel) and the joint angles are measured by quadrature encoders. Its lightweight links, low inertia design and low-friction actuation system allows sufficient motion and speed abilities for tracking the heartbeat signal. The robot’s hardware state is characterized by its three joint angles, and there is a one-to-one correspondence between any position that the tool tip can reach and the set of joint angles.

2.2.3 Simulation and Control

Both of the robots in Figure 2.1 and Figure 2.2 have an associated simulation of its hardware and its environment implemented in MATLAB Simulink. Simulations such as these are commonly used in control system deployment, for reasons of safety and practicality. It may not be safe to put an untested controller directly on the hardware, and since testing requires significant data collection, it is generally not practical in terms of time and expense to do this on the actual hardware. Rather, the majority of testing and debugging is done through the simulation, and the code is deployed on the hardware only after this step is satisfactorily completed. If the simulation is accurate, at this point there may be a further minor parameter tuning step,
but we expect the resulting controller to work well on the hardware. The simulators are in fact designed to be modular components, so that they can be seamlessly swapped with the interface to the actual robot. We describe more details of simulator below.

First let us explain SABiR’s simulator. In prior work [25], we use models for kinematics and inverse kinematics developed to create a simulation of the robot. The simulation is implemented in Simulink, in which the robot’s motors are each represented as fifth-order transfer
functions. The environment of the simulated robot consists of a gel block (to simulate “tissue”) placed in the workspace (Figure 2.4). As the figure shows, the blue block simulates the animal body and the red block simulates a vein inside the body. A stiff non-deformable needle is driven by a needle force model, which provides a resistive force caused by the combined frictional, cutting, and stiffness forces produced when the needle is inside the gel block. The cutting force is caused by the needle tip piercing the gel block and provides a resistance to the needle’s motion during insertion into the gel block. The frictional force is produced by the friction between the needle body and the walls of the channel in the gel block, and resists the needle during insertion and extraction. The stiffness force is caused by the gel block’s tendency to resist sideways motion of the needle, i.e., any motion not in the direction the needle
is pointing. In this way, realistic and distinguishable forces can be produced by any possible motion of the needle. The needle model is described in detail in prior work [26].

After calibration, the robot’s initial location is called its “home position.” The controller can then be given a new position and orientation to move the needle to. If the new position can be reached, a “reference trajectory” is computed using linear interpolation. Velocities along this trajectory are set to be mainly constant, with fast acceleration and deceleration at the start and end (subject to a desired maximum acceleration). SABiR uses a two-layer motion control algorithm to follow this trajectory to guide the needle to the end point. The inner layer is a pole-placement based joint-level position controller operation at a sampling rate of 2 kHz. The outer layer is a Cartesian-space position controller operating at 100 Hz.

Currently, we use SABiR to do a single insertion task. The single insertion task for the robot is to insert the needle to a target position in the inner block (the red block), following a target orientation. Both target position and target orientation are specified by the user. In the task, the needle first moves to a “ready position” which is outside but near the surface of the blue gel block. After it arrives, the needle tip rotates to a specific inserting orientation, and starts insert. Then the controller drives the needle into the blocks until reaching the target position. Then the needle is extracted from the blocks to the ready position which is outside the block. Finally, the needle returns to the “home position.”

Three sets of parameters are used to specify a single insertion task: ready position, ready orientation (same as target orientation), and insert distance (distance between ready position and target position). Note that position and orientation are specified with 3 values, each correspond to one dimension in space. In Figure 2.4, we show the workspace and trajectory for normal single insertion task. The normal trajectory represents the system normal behavior.

A supervisory software system is built on top of the low-level controller. The user interacts with the robot through this software. This system has three components: a GUI, a task delegator, and a robot proxy. Figure 2.5 shows the information flow between the components when the robot performs a high level insert/extract needle operation.

---

1This part of work was done by my colleague Zhuofu Bai
Figure 2.4 normal trajectory

Figure 2.5 SABiR Software architecture
For this work, we need to collect the data, both from software and hardware. The data flow here is as follows: the commands (i.e., the parameters specifying the target location and orientation) are passed by calling the application programming interfaces (APIs) provided by task delegator. The task delegator first checks the validity of input parameters for the specified operation; for example, it ensures that target locations are within the robot’s workspace. It then decomposes a complex task into a set of basic needle motions that can be accomplished by calls to the API for the robot (in this case, simulator). The delegator is equipped with different schema to decompose different high-level tasks. It then invokes the robot API to handle these decomposed tasks. If an error occurs, it is responsible for stopping the current action and returning an error signal. When the robot proxy gets an API call, it communicates with the real robot (again, in this case, simulator), issuing low-level operations and collecting low-level sensor data from the robot (simulator).

For the BHR, the control algorithm is the core of the robotic tools for tracking heart motion during coronary artery bypass graft surgery. During free beating, individual points on the heart move as much as 10 mm. Although the dominant mode of heart motion is in the order of 1-2 Hz, measured motion of individual points on the heart during normal beating exhibit significant energy at frequencies up to $26 \, Hz$. When a predictive controller is used, the reference motion of the heart, which is provided to the feedforward path, is estimated by the controller.
The motion of the heart from the previous cycle was used as a prediction of the next cycle (Figure 2.6). Then BHR could calculate the next position according to the reference heart signals and the current heart feedback. The control architecture is shown in Figure 2.7 [27, 3]. In the figure, sensors collect the blood pressure and electrocardiogram directly from the heart. Then they send the data to multi-sensor information fusion, which combines all the information and estimates the reference trajectory. Finally, the robot motion control block will drive the robot by following the reference estimation.

We use models for the kinematics and inverse kinematics developed in our prior work [25] to create a simulation of the robot, implemented in MATLAB Simulink. In the simulations, the dynamics of each of the robot’s degrees of freedom are represented as sixth-order transfer functions. The environment of this robot consists of simulated heart and breathing motions, which the robot arm needs to follow. The BHR system uses a Receding Horizon Model Predictive Control based robotic motion control algorithm. As part of the motion control algorithm, the nonlinearities of the system (i.e., gravitational effects, joint frictions, and Coriolis and centrifugal forces) are also canceled. The controller has a sampling rate of 2 kHz.
2.2.4 Software Characteristics of the Controllers

In Figure 2.8 we show a general block diagram of control software [28]. The controller typically will first estimate the current state of the system using the available sensor inputs (e.g., sensed heart and respiratory motion for BHR). In some cases, a reference trajectory may be available, in other cases it may be estimated (e.g., BHR predicts based on observed heart behavior the motion of the heart for the next time periods and uses that to construct a reference trajectory). Then it will generate an error signal that is proportional to how far away the system currently is from where it needs to be, according to the reference trajectory. This can also take into account a model of the underlying environment, if it exists. Then it will compute the output signals that need to be fed to the actuators to reduce this error and output this to the hardware or simulation. This entire process is repeated at the rate at which samples are collected from the environment, which is 2 kHz in our case. This means that the entire control code has to execute in less than 500 \( \mu s \). This sort of real-time constraint is also quite typical for such systems.

As a result of the runtime constraint, low-level control system software tends to be compact in terms of lines of code. The SABiR controller has 330 lines of statements in 6 functions, while the BHR controller has 167 lines of statements in 9 functions. It is important to note
however that the size here does not reflect complexity; it should be evident from the descriptions above that each controller is carrying out a complex sequence of numerical calculations in order to work. A second point to note is that these controllers are written in MATLAB (a common choice in such cases). This means that many of these statements perform complex operations on entire matrices at once, to take advantage of the speedup provided by vectorization in MATLAB. Finally, the code has very few branch points: the SABiR controller has 11 branches while the BHR controller has no branches at all. This is also quite common in control system software [29, 30] because the core algorithm is about the same (as described above) in most cases, and as can be seen from Figure 2.8, is essentially a linear flow of operations. It is generally only the specific mathematical details of the system and the control algorithm that varies. As an operational benefit, reducing branches speeds up the execution time. However, this fact creates problems for coverage based fault localizers, as we show in our evaluation.

### 2.3 Coverage-Based Fault Localization

Debugging software is an expensive and mostly manual process. Among all debugging activities, locating faults is the most expensive. Because of the high cost, any improvement in the process of finding faults can significantly decrease the cost of debugging. In practice, it is common that software developers manually localize faults in their program. Usually, the fault localization process begins with a failure observation when the developers run the program. The testers then choose a failed test case to run, and place breakpoints iteratively in each section of the program until they find an erroneous state. For large program, this process could take a lot of time.

Inheriting the logic of manual fault localization [31, 32], prior work has developed a coverage-based technique to help developers find faults in the program. Under each software test, testers gather a large amount of data about a software system. The fault localization techniques can be based on the data which contains the information about statements being covered.
or not being covered, or how often they are covered. A covered statement means that the state-
ment has been executed by a test case. Combined with failure data, a suspiciousness score can
be calculated for each statement.

As a standard testing technique, the test coverage is documented as a simple matrix called
a test coverage matrix. In this test coverage matrix the test implementation and operations
are mentioned in the column and the test cases are mentioned in the row (Figure 2.9, right).
Coverage-based fault localization techniques [4] use the information from the coverage matrix
and calculate a score for all the statements. Statements are ranked with respect to the score in
descending order. In fault localization, whether or not a test case causes a program statement
to be covered depends entirely on how the test case affects the branching behavior within
the program’s control structure; it is generally impossible to pick and choose exactly which
statements are covered. Here, we describe two coverage-based approaches below.

2.3.1 PFiC

The simplest and most straightforward way of estimating the faultiness of a statement based
on the coverage matrix is to estimate the conditional probability of faulty for each statement
based on test coverage counts. This is the “Probability of Failure if Covered” or PFiC [32],
which is estimated using Equation 2.1:
\[ PFIC(s) = \frac{N_{\text{fail}}(s)}{(N_{\text{fail}}(s) + N_{\text{success}}(s))} \]  \[2.1\]

Since the number of test cases covering \( s \) is the dominator in the formula, this equation is only defined on statements that are covered at least once by a test suite.

### 2.3.2 Ochiai

Ochiai [33], which modifies the PFIC by using the information of the number of passing tests that do not execute the statement we want to estimate, is a relatively new method compared with PFIC. The formula for estimating the score is in Equation 2.2:

\[ \text{Ochiai}(s) = \frac{N_{\text{fail\&covered}}}{\sqrt{(N_{\text{fail\&covered}} + N_{\text{fail\&\neg covered}}) \ast (N_{\text{fail\&covered}} + N_{\text{success\&covered}})}} \]  \[2.2\]

Here \( s \) is the statement in which we are interested.

### 2.4 Other Related Work

Many techniques have been developed for fault localization, which has gained increasing attention in recent years. The most closely related work [34], which uses probabilistic models to identify bugs in programs, is proposed by Liu et al. The SOBER method in that work builds a probabilistic model for program predicates. If the probability that a predicate \( P \) evaluates to true in passing runs is significantly different from the probability that \( P \) evaluates to true in failing runs, \( P \) is judged to be related to program failure. SOBER models control dependences but not data dependences. Baah et al. propose the probabilistic program dependence graph (PPDG) [35], which is a probabilistic graphical model based on the program dependence graph (PDG). A PDG is basically a directed graph that captures the control dependences and data dependences between each element of the program. The element could be a statement or a set of statements that constitute a node. Using a PPDG, we could infer the state of a node given the states of its parent nodes. By comparing the behavior of nodes in passing runs with those of failing runs, a score is estimated and a rank is obtained for fault localization.
Other work which focuses on the safety of medical robotic systems in the literature primarily focus on design of intrinsically safe systems, e.g., [12, 13, 14, 15, 16]. For example, a related approach in hybrid systems is parameter synthesis [36]. Parameter synthesis basically perfectly designs the system parameters, such as joint limits, power levels, mass, to produce a well-defined system so that the system operates normally or always fail in a safe manner. This is typically achieved by using actuators with limited power and speed, current limiters, etc. However, these approaches do not consider the software development process, and do not attempt to help the developer to improve the software controller. In contrast, our model could not only detect and predict abnormal behavior of the robot, but also provide a fault localization technique to aid the development of the controller.
Chapter 3

Fault Localization Algorithm

In this chapter, we list the variables we use to describe the system state for both robots. Then we present the augmented probabilistic model which is used to model the behavior of robotic system. Based on this model, we propose a new technique which can precisely localize faults in the embedded control system. We call this approach Fault Localization in Embedded Control Systems (FLECS). In the following we further explain each step.

3.1 State Variables

There are three types of variables that are parts of the system state. They are parameters, hardware variables, and software variables. Variables such as the reference trajectory to be followed by the robot are “parameters.” These variables are inputs to the system and do not change over time. Since they are constant, we only use them to help predict other variables in our model, and they are not themselves predicted. Other variables such as the $x$ position of the needle tip in SABiR or $x$ end position in BHR are “hardware variables.” The values for these variables are obtained directly from the sensors on the robot. The last type of variables are “software variables.” They include variables which cannot be directly sensed in the hardware but can be estimated or derived in software from other variables, such as “force on the needle.” Also, these derived variables can estimate other variables and all of them are included in “software variables.” All these variables are shown in Table 3.1 and Table 3.2. For each kind of variable, “No.” refers to the number of variables of that kind. For example, there are 3 needle forces, one for each direction in SABiR. In practice, not all the variables can be monitored in
Table 3.1 SABiR: State variables in DBNs. First group: parameters, second group: software, third group: hardware. Parameters are used to predict other variables but not predicted themselves. The “No.” column shows how many variables of each type there are.

<table>
<thead>
<tr>
<th>Description</th>
<th>No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference position, starting position, end position</td>
<td>18</td>
</tr>
<tr>
<td>Position and orientation where insertion begins</td>
<td>6</td>
</tr>
<tr>
<td>Insert distance into tissue from ready position</td>
<td>1</td>
</tr>
<tr>
<td>High level action, e.g., “Insert Needle”</td>
<td>2</td>
</tr>
<tr>
<td>Estimated depth of the needle inside tissue, using estimated forces</td>
<td>1</td>
</tr>
<tr>
<td>Estimated depth of the needle inside tissue, assuming fixed tissue geometry</td>
<td>1</td>
</tr>
<tr>
<td>Estimated force on the needle</td>
<td>3</td>
</tr>
<tr>
<td>Estimated torque on the needle</td>
<td>3</td>
</tr>
<tr>
<td>Computation results in controller software</td>
<td>87</td>
</tr>
<tr>
<td>Position and orientation of needle tip</td>
<td>6</td>
</tr>
<tr>
<td>Positions of 5 motors</td>
<td>5</td>
</tr>
<tr>
<td>Torques of 5 motors</td>
<td>5</td>
</tr>
<tr>
<td>Error between Actual Position and Reference Position</td>
<td>5</td>
</tr>
<tr>
<td>Speeds of 5 motors</td>
<td>5</td>
</tr>
<tr>
<td>Error between Actual Speed and Reference Speed</td>
<td>5</td>
</tr>
</tbody>
</table>

the embedded control system. In Section 4.1, we outline a heuristic technique that we use to select the set of software variables described in the tables.

### 3.2 Augmented Dynamic Bayesian Network

As we describe in the background, we create a simulator to generate data for both of the robots. Based on the collected data, we use dynamic Bayesian networks (DBNs) [37, 25] to model the time-evolution of the state space of the system. These are first order Markov models that represent the probability of the next state given the current one, i.e. $Pr(S_{t+1}|S_t)$, where each
Table 3.2 BHR: State variables in DBNs. First group: software, second group: hardware. The “No.” column shows how many variables of each type there are

<table>
<thead>
<tr>
<th>Description</th>
<th>No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference position</td>
<td>3</td>
</tr>
<tr>
<td>Position error</td>
<td>3</td>
</tr>
<tr>
<td>Radian error</td>
<td>3</td>
</tr>
<tr>
<td>End effect reference position</td>
<td>3</td>
</tr>
<tr>
<td>End effect error</td>
<td>5</td>
</tr>
<tr>
<td>Torque reference</td>
<td>18</td>
</tr>
<tr>
<td>Gravity parameter</td>
<td>2</td>
</tr>
<tr>
<td>Breath parameter</td>
<td>8</td>
</tr>
<tr>
<td>Computation results in controller software</td>
<td>34</td>
</tr>
<tr>
<td>BHR actual position</td>
<td>3</td>
</tr>
<tr>
<td>Actual end position</td>
<td>3</td>
</tr>
</tbody>
</table>

$S_t$ is described by a vector of variables. The factored state transition distribution is defined by the equation below:

$$Pr(S_{t+1}|S_t) = Pr(V_{t+1}|V_t) = \prod_{i=1}^{n} Pr(V^i_{t+1}|V_t) = \prod_{i=1}^{n} Pr(V^i_{t+1}|V^{par(i)}_t)$$  \hspace{1cm} [3.1]

where $V_t = \{V^i_t\}$ denotes all of the variables at time $t$, $V^{par(i)}_t$ denotes all of the variables at time $t$ that have an edge to $V^i_{t+1}$. We list all the variables which are used to construct DBNs in Table 3.1 and Table 3.2.

We show an example of our DBN in Figure 3.1. Each node in the figure is associated with a Conditional Probability Distribution (CPD), denoted as $Pr(V^i_{t+1}|V^{par(V)}_t)$, which is the probability distribution of $V^i$ given all the nodes in the previous time step that have an edge to it. From Equation 3.1, we know that the probability of the current state given the previous state equals the product of the probability of each variable in the current state given relevant
variables in the previous state. In other words, the probability of the current state given the previous state is the product of the CPD of each variable in the current state.

Usually, the CPDs of each state variable are unknown a priori. We estimate CPDs from observed trajectories of hardware/software states. There are many ways to represent a CPD. If all the relevant variables are discrete, then one could store the CPD as a big table explicitly. However this is not always possible, since the size of table grows exponentially as the number of parents increases. Also, when the variables are continuous, we cannot store all the probabilities in a table. Thus, alternatively, one could use a parametric or nonparametric model to approximate the CPD. In the following two subsections, we will briefly go over two models we used to represent the CPDs in our approaches.

### 3.2.1 Linear Gaussian Model

In the state space, we choose a *linear Gaussian model* to model some state variables because they vary at a linear rate from $t$ to $t+1$. For example, the $x$ position of the needle tip
for SABiR is one of those variables; because in this case, the robot controllers are designed to maintain a constant velocity in each high level action. A linear Gaussian model describes the relationship between a dependent variable $Y$ and a set of independent variables $X$. It assumes that the conditional distribution of $Y$ given $X$ is a Gaussian distribution, with a mean that depends linearly on $X$:

$$Y \mid X; w, \sigma_X \sim \mathcal{N}(w^T \cdot X, \sigma_X^2)$$  \[3.2\]

Given a set of training data, i.e. $(x, y)$ pairs, we could find the parameters $w$ and $\sigma_X$ so that the likelihood of training data in the model is maximum:

$$w^*, \sigma_X^* = \arg \max_{w, \sigma_X} \prod_i \Pr(y_i \mid x_i; w, \sigma_X)$$  \[3.3\]

The optimization step for this objective function is the training procedure for Linear Gaussian model. After we find a set of $w, \sigma_X$ we calculate the CPDs for linear variables.

### 3.2.2 Regression Tree models

For other nonlinear variables, we use a regression tree model for the CPD. A Regression tree is one type of decision tree that predicts the value of a target variable based on several input variables. A regression tree handles the situation when the target variable is continuous. A regression tree partitions the whole input data into different disjoint groups, each of which corresponds to a leaf node. Each internal node of the regression tree is a test on some variable at the previous time step. According to these tests, data are split into the children of the node until they hit the leaf node. For instance, in Figure 3.1, the node denotes a test on variable called $frontneedleposition_z$, if $z > 300$, data goes to the left node, otherwise it goes to the right node. Each leaf node is again a linear Gaussian model. One of the significant advantages in our training procedure is that we can query new data from simulator when there is not enough data for regression after we split the original into two nodes. Regression tree models are a very general, nonparametric representation of nonlinear dynamics; they can be expected to work well for a variety of control systems.
Both structures and parameters of the DBNs are learned from data. We generate sequences of normal trajectories from our simulations to form the data. From those trajectories, we estimate the CPDs for the variables using maximum likelihood; for linear Gaussian models, this procedure is equivalent to linear regression and yields closed form solutions. For regression tree models, a standard greedy top-down recursive decomposition approach [38] is applied, and the goodness of a split is computed by the improvement in the $r^2$ measure, which is defined as follows:

$$r^2 = 1 - \frac{\sum_i (y_i - \hat{y}_i)^2}{\sum_i (y_i - \bar{y})^2}$$  \[3.4\]

where $y_i$ is the true value of the $i^{th}$ input data point, $\hat{y}_i$ is the estimated value of $y_i$ from model, and $\bar{y}$ is mean of $y_i$. At each node, the goodness of each test is calculated in the following way:

$$r_{split}^2 = \sum_i N_i \frac{N}{N} * r_i^2$$ \[3.5\]

where $N$ is number of data points in the current node, $N_i$ is the number of data points that go to $i_{th}$ branch after split, $r_i^2$ is $r^2$ of model for $i^{th}$ branch. The split with the largest improvement in $r^2$ will be used. If no such split exists, the current node will become the leaf, and all the data remained in this node will be used to train a linear Gaussian model.

In prior work [25], we have shown that this model and the training procedure yields very accurate models of normal hardware/software dynamics for the SABiR system. We argue that the generality of the model makes it equally suitable for application to other control systems as well.

### 3.2.3 Feature Selection

Since both of our systems are engineered systems, they are designed to be sparse, i.e. most state variables tend not to depend on too many other variables. Therefore, we apply a modified version of Sparse Candidate feature selection algorithm [39] to limit the number of parents for
Algorithm 1 Feature Selection Algorithm

Require: A set of search data $D_1$, A set of data $D_2$ for validation, Prior parent set $Pa(v)$, Decomposable score $BIC$, Maximum size of candidate variable set $M$, Variable $v$ to predict, Maximum iteration $K$, A set of variables $V$ used to predict $v$

Ensure: A parent variable set $Pa(v)$

1: for $n = 1 : K$ do
2: \hspace{1em} $V \leftarrow V$.remove($Pa(v)$), $Mu = \text{new Array}$
3: \hspace{1em} \hspace{1em} \hspace{1em} Restrict
4: \hspace{1em} \hspace{1em} \hspace{1em} for each $x$ in $V$ do
5: \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} $MIC(v, x|Pa(v)) \leftarrow D_1$
6: \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} $Mu$.add($MIC(v, x \rightarrow Pa(v))$)
7: \hspace{1em} \hspace{1em} \hspace{1em} end for
8: \hspace{1em} \hspace{1em} \hspace{1em} Sort $Mu$ in a decreasing order
9: \hspace{1em} \hspace{1em} \hspace{1em} $S = \text{size}(Pa(v))$, $C = \text{new Array}$, $BIC = \text{new Array}$
10: \hspace{1em} \hspace{1em} \hspace{1em} $C \leftarrow \text{add corresponding variable from } (Mu[1 : M - S])$
11: \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} Maximize
12: \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} for $i = 1, 2, 3, \ldots M - S$ do
13: \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} $Pa(v)$.$\text{add}(C(i))$
14: \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} $DN_i$ $\leftarrow$ train $|$ $Pa_v$, $D_1$
15: \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} $BIC(i) \leftarrow BIC(DN_i, D_2)$
16: \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} $Pa(v)$.$\text{remove}(C_i)$
17: \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} end for
18: \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} end for
19: \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} Sort $BIC$ in a decreasing order
20: \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} $x \leftarrow BIC[1]$
21: \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} $Pa(v)$.$\text{add}(x)$
22: \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} end for
23: return $Pa(v)$
each variable when we are learning the regression tree/linear regression CPDs. The feature selection is shown in Algorithm 1. The algorithm has two fundamental parts: **Restrict Step** and **Maximize Step**.

In the **Restrict Step**, we select a set of variables from the variable pool as the candidate variables set. It gives us a smaller search space in which we can hope to find a good structure quickly. In order to obtain the candidate set, we first select the variable we want to predict, for example \( v \) in Algorithm 1. Then we compare the **conditional mutual information** [40] between each variable in the set which we use to predict other variables and \( v \) given the parent set of \( v \). The conditional mutual information is defined in the following equation:

\[
\text{MIC}(v; x|\text{Pa}(v)) = H(v, x) + H(v, \text{Pa}(v)) - H(v, x, \text{Pa}(v)) - H(\text{Pa}(v)). \tag{3.6}
\]

Here \( H(v, x), H(v, \text{Pa}(v)), H(v, x, \text{Pa}(v)), H(\text{Pa}(v)) \) are the joint entropies. A joint entropy is basically a measure of the uncertainty of a set of variables. It is the sum of the product of the joint probability and the log of the joint probability over all the associated variables. We use Equation 3.7 to calculate the joint entropy in Equation 3.6.

\[
H(v, x) = -\int_v \int_x P(v, x) \log_2[P(v, x)] \, dx \, dv. \tag{3.7}
\]

In the entropy equation, \( P(v, x) \) is the joint probability density function of \( v \) and \( x \). For each variable, we consider they are obeying a Gaussian distribution. Hence \( P(v, x) \) is a multivariate Gaussian distribution. Given the training data, we calculate \( P(v, x) \) and use it to calculate joint entropy and the conditional mutual information.

The mutual information basically measures the dependencies between two variables. In this approach, it will always choose the most dependent variable and add it into the candidate set. It is always non-negative and it is equal to 0 when \( v \) and \( x \) are independent. The higher the mutual information, the stronger the dependence between \( v \) and \( x \). Therefore, we rank the conditional mutual information for all the variables and pick the top \( M - S \) (\( M \) is the maximum
size of parent set we define and $S$ is the size of the current parent set) variables and consider them as a candidate parent set of variable $v$.

After we obtain a candidate set $C$, we search in this set. For each variable in the candidate set, we add them into the parent set. Suppose the size of $C$ is $S$, we then have $M - S$ different parent sets for variable $v$. For each parent set, we train a DBN $D_{ni}$ and use it to calculate the Bayesian Information Criterion (BIC) [41], which is defined in Equation 3.8 below:

$$BIC_B = -2 \ln L + k(\ln(n) + \ln(2\pi)).$$  \[3.8\]

BIC is a criterion for model selection in a finite set of models. It estimates which network is better at fitting the data. In the equation, $L$ is the maximized value of the likelihood function of the model, $n$ is the sample size and $k$ is the number of free parameters to be estimated. In our model, the $k$ is the number of the regressors in the Linear Gaussian model. We use the trained DBN to calculate the likelihood. Because we need a rank of the BIC, the $\pi$ term is ignored in calculation.

As long as we get the maximum BIC value, we will store the corresponding network as the newest updated structure. If none of the candidate variables can provide a higher BIC for the structure, we just keep the current network and do not update it. Most of the time when we select a candidate set, there are some variables we could use to improve the structure.

Because we are able to access the inner structure of the controller code, it is possible for us to select a set of variables as the prior information as the parent set of each predictable variable, which means we could replace the empty initial network with a prior connected structure in the beginning of the algorithm. We first build the program dependency graph (PDG), which is a directed graph that represents dependencies of all the statements inside the program. For each predictable variable, we select a set of variables as the candidate parents for feature selection by tracing back through the PDG. This procedure means that the set of $S$ candidate parents for a variable will be the $S$ closest ancestors of the variable in the PDG obtained by following data dependence edges. The assumption here is quite intuitive—those closest ancestors have the most effect on the value of corresponding variable.
A related paper [25] shows that the DBN model without augmentation generates very accurate models of the normal behavior of the SABiR system. We list a set of experiments in Section 4.3.1 to demonstrate that the augmented DBN also works well in SABiR. We hypothesize that they are suitable for application to other control systems as well. We describe how we use our model to localize bugs in the software control code in next two sections.

3.3 Identifying Anomalous Variables

The goal of this project is to localize the software bugs in embedded control system. Given our DBN, we are able to find the number of specific abnormal variables in each step by checking the likelihood of the variables. In order to find the buggy statements, we look at abnormal trajectories. We label the trajectories as follows: the start point of an anomalous trajectory is identified through human observation or through automatic detection of the trajectory deviating from the reference trajectory by a significant amount. This is analogous to the pass/fail labeling that must be done for test cases in software testing; in simple test cases this can be automated, while for programs producing complex outputs it may require manual inspection.

Algorithm 2 shows the algorithm in this part of our work. First, suppose the start point we identified is denoted by index $T$. Using the values of the variables in the state at $T - 1$, $s_{T-1}$, and the DBN nodes we have, we can calculate the likelihood of $s_T$ given state $s_{T-1}$, i.e. $Pr(s_T|s_{T-1})$. In this case, $Pr(s_T|s_{T-1})$ will be a Gaussian distribution according to our model choice. Since this point is an anomalous point, the state $s_T$ is expected to have low likelihood. Each state is composed of a vector of variables. Some of the variables’ value in state $s_T$ are expected to have a low likelihood in our model, which will happen if these variables’ values deviate from their “expected” values (the mean of the linear Gaussian distribution in our model). In other words, using the DBNs, we can identify the potential causes of the anomalous event as low-likelihood variables in the DBN. Therefore, if we pick the last few variables after we rank all variables in $s_T$ by likelihood, they should be good candidates for causing the anomalous behavior.
To decide which are anomalous variables given all the likelihoods, we need to set a threshold to select low likelihood variables. To do this, we maintain a range of normal likelihoods which we calculate from the training data that was used to train DBNs. Given the training data, which are all normal data points, we go through each pair of points and calculate the negative log likelihood (NLL) for all the variables. The negative log likelihood for a state $s_{t+1}$ given its previous state $s_t$ is computed as follows:

$$NLL(s_{t+1}|s_t) = \sum_{i \in \{Pred\}} \frac{(v_i^{pred}(t + 1) - v_i(t + 1))^2}{Var(i)}$$  \[3.9\]

where $Pred$ is the set of indices of predictable variables in the DBN, $v_i^{pred}(t + 1)$ is the predicted value for variable $i$ at time $t + 1$, $v_i(t + 1)$ is the real observed value for variable $i$ at time $t + 1$. $Var(i)$ is the variance of the CPD (in our case either regression tree model or linear Gaussian model) over training data.

Then we pick the highest NLL among all the normal data points as the threshold. Whenever the variable’s NLL is larger than the threshold, we consider it to be an anomalous variable. Using this approach, we can pick a set of anomalous variables.

Using this outside-normal-range criterion, it is possible that we get an empty anomalous variable set at time $T$. This could happen when there is a bug that results in a small error which will be accumulating over time, and at the starting point, the likelihood is still outside of the range. In this scenario, we will check the state $s_{T+1}, s_{T+2}$, in turn until we find a state which give us a non-empty set of variables.

The systems which we study should have no catastrophic bugs. Any problems that cause the system to crash or other obvious failures should have been fixed and removed in advance. If the system crashes when it is running and we cannot even get the data of the faulty part, our technique does not work. Only the faults which do not interrupt data collection and cause abnormal behavior are interesting to us.
Algorithm 2 Fault Localization in Embedded Control Systems

**Require:** The software code of control system, simulator, trajectories with both normal and abnormal behavior

**Ensure:** Ranked list of statements

1. $D \leftarrow$ learned DBN from normal trajectories obtained using simulator (Section 3.2)
2. $T \leftarrow$ time index of start of anomalous event
3. $t = T; \text{BadVars} \leftarrow \phi$
4. **while** $\text{BadVars} == \phi$ **do**
5. \hspace{1em} $\text{BadVars} \leftarrow$ list of low-likelihood variables at $t$ according to $D$
6. \hspace{1em} $t \leftarrow t + 1$
7. **end while**
8. $P \leftarrow$ dynamic PDG of controller at $T$
9. $O \leftarrow$ statements outputting $\text{BadVars}$ in $P$
10. $\text{Rank} \leftarrow$ zero-element array of size number of nodes in $P$
11. **for** $p$ a node in $P$ **do**
12. \hspace{1em} **for** $o$ a statement in $O$ **do**
13. \hspace{2em} **if** $p$ is an ancestor of $o$ in $P$ **then**
14. \hspace{3em} $\text{Rank}(p) = \text{Rank}(p) + \text{distance in } P \text{ from } p \text{ to } o$
15. \hspace{2em} **else**
16. \hspace{3em} $\text{Rank}(p) = \text{Rank}(p) + 50 \{\text{Here we assume 50 is longer than all paths in } P.\}$
17. \hspace{2em} **end if**
18. \hspace{1em} **end for**
19. **end for**
20. **return** statements in $P$ sorted by $\text{Rank}$
3.4 Identifying faulty Statements

After we get a set of anomalous variables which are identified by the algorithm above, what we need next is to translate those variables into controller code to locate the faults. To do this, we choose the controller’s dynamic PDG, which was induced by traversing the PDG from $s_{T-1}$, a normal input, to $s_T$, an anomalous output. In the PDG, we first locate the statements which assign a value to the anomalous variables we obtain above. Then, we identify a candidate statement $p$ as the potentially faulty statement if $p$ can “explain” the statements containing the variables in the anomalous variable set. In this setting, a statement $p$ can “explain” another statement $o$ if $p$ is the ancestor of $o$ in the PDG. In order to locate the faults in the controller code precisely, we assume that the closer a statement is in the PDG to a statement with an anomalous variable, the better it “explains” that anomalous variable. Thus the closer a statement is to all anomalous variables, the more likely it is a faulty statement. Under this assumption, for each statement $p$ in the controller PDG, we sum the distance between $p$ and all the suspicious statements in that set. In this setting, if statement $p$ directly influence statement $o$, the distance between $p$ and $o$ is 1. If $p$ is the parent $i$ and $i$ is the parent of $o$, then the distance between $p$ and $o$ is 2. If $p$ is not an ancestor of $o$, we add a constant to its sum that is larger than the largest path length in PDG. This is because when we compare the distances of the statements, a longer distance in the PDG means that the parent statement is likely to affect many other variables, which were not reported to be anomalous. In this sense, the faultiness of the parent statement is more weakly determined by the child. If $p$ is not the ancestor of $o$, obviously the distance between $o$ and $p$ should be larger than any distances between $o$ and $o$’s ancestors. Following this rule, we can calculate distance between the statement that contains the anomalous variable and all the statements in the controller code. For each statement, we sum the distances from the all statements containing the variables in the anomalous variable set as a total distance. Then we rank the total distance and return a ranked list. If the assumption we made above is right, a statement $p$ which is the closest common ancestor of all the statements $o$ will in the top of the ranked list, especially when the bugs are rare.
Note that because the controllers are written in MATLAB, a statement could return a matrix or a vector of multiple variables as an output. In our implementation, some of those statements are represented by multiple variables in PDG, for example, the statement $Front = T_{\text{BackFront\_mount}} \ast pf_{\text{front}}$. Statement variable $Front$ is consists of three variables—actual position $x$, actual position $y$ and actual position $z$. Therefore, the total number of the nodes in PDG may be larger than the total number of the lines of code in controller. The advantage of this implementation is that if later statements use different elements of this matrix in their computations, they could have different dependencies according to which values they use in that matrix. For instances, in the computation of a vector $a$, if $a(1)$ is computed using variable $b$ and $a(2)$ is calculated from $c$, and a statement $o$ is using the $a(2)$ as an input to compute variable $x$. Then $o$ will have direct dependency on $c$ instead of depend on both $c$ and $b$.

Once we get the ranked list, we can start debugging by tracing the statements all the way down from the top of the list. The debugging procedure is described as following steps: first we look at the first statement on the list. Then we localize it in the controller code and check if it is the bug that causes the anomalous event. If it is the buggy statement, we find the bug and fix it. If it is not the bug, we go to check the next statement in that list until we find the buggy statement.
Chapter 4

Empirical Evaluation and Discussion

In this section, we first show that the augmented DBN works well in both of the robots. Then we evaluate the algorithm we described previously on both of the robotic systems we have. We also compare our approach with PFiC and Ochiai, which are elaborated in the related work section. We demonstrate that our method can localize the faults much more precisely than the baselines on our testbed systems.

4.1 Instrumenting the Controllers

In our case, the controller accepts the reference data and calculates the specific hardware and software variables for actual movement. In the end, it passes all the variables to the environment model and robot model to move the robot. In our approach, we record the final values of variables after the controller finishes processing in each time step. Due to the complexity of our systems, it is not possible to record all the variables’ values in the controller program. One obvious reason is that many variables in the program are large matrices or vectors. In those matrices, we did not record all the elements in each matrix, otherwise the data size becomes very large. Therefore, to keep the data collected reasonable and keep our DBNs’ training time tractable, 100 or fewer variables from each controller are selected as the software variables which represent the characteristics of robots’ software. In this work, we use two heuristics to select the variables to monitor.

First, if an output variable of a statement is a matrix (e.g. \( X = A \times B \)), a candidate for monitoring is a single, randomly chosen element from the output variable. If this statement
\[(X = A \times B) \text{ contains a bug, most of the elements in } X \text{ will be affected and will themselves affect the variables that use } X \text{ to do calculation as a matrix. However, if one of the descendants of the statement uses a specific element from the matrix (e.g., } X(2, 2) = A(2, 3) \times B(3, 2))\text{, this element will be a candidate for us to monitor.}

Secondly, if a variable appears as a common ancestor of other variables, which means that this variable is used by many other variables, we select it as a candidate to monitor. In the controller’s PDG, they are the “hub” variables and influence many other variables’ values. We select those variables that influence at least five other variables in the program.

Following the heuristics above, we instrument 87 software variables from the controller of SABiR and 59 variables from the controller of BHR. The values of these variables are collected at every time step before the controller starts the next time step, and are used to generate training and testing data.

For the coverage-based techniques, we also instrument the controller to obtain coverage data. Since there are few branches, we simply track which branches are taken on any given run, and reconstruct the coverage matrix from this information.

4.2 Mutation-based Generation of Faulty Controllers

To evaluate the techniques, we need buggy versions of the controllers. During testing, we discovered that one bug occurs during the SABiR simulator’s normal operation. This bug causes a subsequent square root computation to return a complex number and only the real part is stored and processed. This problem causes the robot to move the needle out of the workspace in the simulator. Figure 4.1 shows the deviation between actual trajectory and reference trajectory in this bug. In order to generate additional bugs, we apply mutation testing. While the mutation program is running, it keeps generating faulty versions of the controllers (mutants) through the randomized modification of elements of the code. Although this method has been widely used in prior work [42], a big challenge in our case is that our controllers are in MATLAB. Some limited prior work has used Simulink. Zhan et al. mutated the input and output parameters of Simulink blocks [43]. Brillout et al. generated faulty versions of
Simulink diagrams by altering blocks or removing constraints [44]. However, in this case, our controllers are functions within Simulink in MATLAB, and no prior work has injected faults into MATLAB functions.

To solve this, we converted the MATLAB code into Java and used a tool\textsuperscript{1} to automatically generate faults from Java code. Then we recorded the types and locations of the faults and manually injected the same faults into the corresponding MATLAB function in the Simulink model. In the Java mutation tool, we first create four mutation operators: replace numerical constant, negate jump condition, change arithmetic operator, and add/subtract a small numeric value. The procedure of mutation has three steps: first, a Java parser [45] visited the source

\textsuperscript{1}This part of work was done by my colleague Zhuofu Bai
code of the controller program and recorded all expressions that could apply those four operations such as condition expressions, assignment expressions and binary expressions. After randomly selecting a mutation operator, program will randomly chose an expression that could fit the operator selected previously and generate a fault for the chosen expression. Then we manually inject this fault into the MATLAB controller code to check whether it causes the simulator to produce an abnormal behavior in the hardware without crashing. If so, we store this fault and generate trajectories. Through this process, we generate nine mutants for SABiR and ten mutants for BHR. In the following section, we evaluate our technique on these buggy versions of controllers.

4.3 Experiments

4.3.1 Modeling Normal Behavior

Prior work has shown that unimproved DBNs work can work well in modeling SABiR system dynamics. Because the augmented DBNs’ training procedure includes feature selection and prior structure, the parent size of each variable has been restricted to be at most 5. Comparing to the unimproved DBNs, whose variables’ parent set’s size is 59, our DBNs are sparse. We hypothesize that the sparse DBNs can also model the systems’ behavior well. In order to prove that, we did the experiment below.

In this experiment, we train the augmented DBN and evaluate them on both robots. We build DBN models with normal trajectories, so that they could find anomalous variables by observing that those variables are of low likelihood according to the DBNs. We use 400 normal trajectories to train our DBNs for SABiR and 10 normal trajectories for BHR. Each SABiR trajectory has about 25,000 data points and each BHR trajectory has 110,000 data points. Then we randomly sample 20,000 \((s_t, s_{t+1})\) test pairs from another 400 normal trajectories. Using the \(s_t\) values, we then estimate predicted state \(s_{t+1}\) and compute an \(r^2\) value, which is described in Section 3.2.2, to measures the accuracy of these predictions.

Results in Table 4.1 shows the average \(r^2\) value over either all the software or hardware variables in SABiR and BHR. From these results, we observe that the augmented DBNs are quite
Table 4.1 Average $r^2$ value over all variables

<table>
<thead>
<tr>
<th></th>
<th>Hardware</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SABiR</td>
<td>0.99842</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.96054</td>
<td></td>
</tr>
<tr>
<td>BHR</td>
<td>0.99995</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.84491</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.99390</td>
<td></td>
</tr>
</tbody>
</table>

good at modeling the time-evolution of the both hardware and software variables. These results show that feature selection can successfully produce DBNs which are sparse but still accurately model the normal behavior of our testbed robots. We present the $r^2$ value of both software and hardware variables but our fault localization technique only use software variables. As we can see, it is much easier to model the hardware variables than software variables. Both robot’s hardware variables’ average $r^2$ values are better than those of software variables. In the BHR robot, we found that three variables are predicted very badly. That is because they are the real heart variables and heart sometimes moves unexpectedly. However, the results demonstrate that our DBN can predict accurately on other variables. In conclusion, the augmented DBN models are good enough to help us to find abnormal variables for fault localization.

4.3.2 Fault Localization

We test the hypothesis that the FLECS algorithm will be better at localizing faults in the robot controllers than state-of-the-art coverage-based baselines. We use two coverage-based techniques as baselines in these experiments: PFiC and Ochiai. Both of them are described in section 2.3. Since the two robots have different characteristics and their state variables have different physical meaning, we use different criteria to label the starting point of each abnormal trajectory. For SABiR, we label the starting point manually by plotting the needle’s trajectory in MATLAB and comparing to the reference data. For BHR, we label points as anomalous when the “end effector error” variable goes beyond a predetermined normal threshold, which is the maximum value of this variable observed in the normal trajectories. Since we could
Table 4.2  Rank of the first faulty statement for the SABiR controller. Lower is better.

<table>
<thead>
<tr>
<th>Bug Index</th>
<th>PFIC</th>
<th>Ochiai</th>
<th>FLECS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>163</td>
<td>163</td>
<td>47, 39</td>
</tr>
<tr>
<td>2</td>
<td>166</td>
<td>163</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>166</td>
<td>163</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>162</td>
<td>163</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>162</td>
<td>163</td>
<td>28</td>
</tr>
<tr>
<td>6</td>
<td>162</td>
<td>163</td>
<td>27</td>
</tr>
<tr>
<td>7</td>
<td>162</td>
<td>163</td>
<td>65</td>
</tr>
<tr>
<td>8</td>
<td>162</td>
<td>163</td>
<td>23</td>
</tr>
<tr>
<td>9</td>
<td>162</td>
<td>163</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>162</td>
<td>163</td>
<td>3</td>
</tr>
</tbody>
</table>

not find any tools that automatically constructed the PDGs for MATLAB code, we manually constructed the PDGs and dynamic PDGs for both controllers. For the two coverage-based techniques, we constructed the coverage matrices using five points from each trajectory which is generated by the buggy version of controller. In this setting, each point on a trajectory can be viewed as a “test case” for the controller. Since there is a need to use same set of data in both baselines and our method, those five points are selected from the region where the anomalous event was triggered. Then we took 985 points from normal trajectories, resulting in a “test suite” of 1000 cases of which 15 were failures.

In the end, all three methods return a ranked list of statements in the controller code. The results of our experiments are shown in Table 4.2 for the SABiR controller and in Table 4.3 for the BHR controller. In those results, we report the rank of the first faulty statement in the list. If the rank of the faulty statement is tied with that of other statements, we place the faulty statement in the middle of the set of statements with the same score. Because without any prior information, the developer would consider half of the statements to find the bug on average.
Table 4.3 Rank of the first faulty statement for the BHR controller. Lower is better.

<table>
<thead>
<tr>
<th>Bug Index</th>
<th>PFIC</th>
<th>Ochiai</th>
<th>FLECS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>84</td>
<td>84</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>84</td>
<td>84</td>
<td>138/1</td>
</tr>
<tr>
<td>3</td>
<td>84</td>
<td>84</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>84</td>
<td>84</td>
<td>29</td>
</tr>
<tr>
<td>5</td>
<td>84</td>
<td>84</td>
<td>18</td>
</tr>
<tr>
<td>6</td>
<td>84</td>
<td>84</td>
<td>75/18</td>
</tr>
<tr>
<td>7</td>
<td>84</td>
<td>84</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>84</td>
<td>84</td>
<td>9</td>
</tr>
<tr>
<td>9</td>
<td>84</td>
<td>84</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>84</td>
<td>84</td>
<td>10</td>
</tr>
<tr>
<td>Multi-bug</td>
<td>84</td>
<td>84</td>
<td>5</td>
</tr>
</tbody>
</table>

The results show the rank of the buggy statement given by FLECS, Ochiai and PFiC. The coverage based baselines, PFiC and Ochiai, do not work at all in this setting. Most of their results are not helpful. This is not surprising because the way they locate the faults is by comparing the difference in coverage between passing and failing runs of the code. However, there are very few branches in our controller code especially in BHR which has no branches. Since most embedded systems have few branches in the controller code to be efficient, there is very little signal in the coverage matrix to support PFiC and Ochiai to locate the faulty statements, which means they fail to work completely. In comparison to these two methods, FLECS consistently outperforms them by a wide margin. We discuss some interesting points in the following paragraphs.

Out of 20 bugs, the bug shown in first row of Table 4.2 is a real bug we experienced when we were testing the controller. It is caused by a missing check that a square root computation gives a complex number as a result but the result is an angle and controller cannot move the
robot to a complex angle. It is triggered in two places depending on the input parameters of
the trajectory. As we mentioned in the last chapter, we do not monitor all the variables in the
controller. In this bug, the variables that were being computed by the faulty statements were not
selected in the list of 87 variables of which constitute the software state in our DBNs. However,
the data dependencies of that statement were selected and since the statements containing the
square root function “explained” many of these dependencies, it was ranked highly.

Since Bug 1 in SABiR has two buggy statements, we have reported the ranks of the two
statements in that row. The first number is the rank of the first faulty statement that we found
and the second number is the rank after we fix the fault of the first statement by adding a check
there.

In Bug 7, the rank is 65. The reason why FLECS did not return a higher rank is that we did
not monitor all the variables. In fact, our DBN did indicate the variable in the faulty statement
as an anomalous variables. However, because a lot of abnormal variables are not monitored in
our DBN, the faulty statements’ ancestors and descendants are ranked higher than themselves.

In the BHR results (Table 4.3), we observe that the results for FLECS are occasionally weak
for some bugs. As we can see in the table, Bug 2 and Bug 6 have two ranks and the first ranks
are 138 and 75. Interestingly, this is because of the criterion we used to determine the starting
point of the anomalous event. Since we choose different criteria to label the different robotic
systems’ states, it is possible that the criterion we used is not the best one. In BHR, we use an
automatic criterion for labeling the starting point rather than a manual labeling approach like
SABiR. For Bug 2 and Bug 6, it turns out that the automatic procedure returns a later starting
point compared with the true starting point. Since the controller uses the output in the last time
step as an input or feedback in current time step, the errors may accumulate over time. When
we arrive at the automatically chosen labeled starting point, a number of additional variables
beyond those causing the fault are identified as being anomalous by our approach. This results
in additional ties of suspicious statements and a weaker rank for the faulty statement. To
illustrate this effect, we manually label the starting point for these cases and record the rank
returning by FLECS. The result this gives us is shown in the second rank of Bug 2 and Bug 6. As we can see, the new rank is much better than the old one.

We manually create a faulty event containing multiple faults in BHR and we show its rank in eleventh row of Table 4.3. We combine Bug 1 and Bug 7 together to create a buggy controller version which has multiple faults. In this case, the first bug to be “found” is Bug 1 with rank 5. After we fix the Bug 1, we then evaluate our method again and found another Bug 7 in rank 2. In fact, when Bug 1 is alone, the method gives a rank 1 and it drops to rank 5 when one trajectory has two bugs. This is because the additional bug affects the abnormal variables we found. This experiment is an indication that the technique can work well when the controller has multiple faults.

4.3.3 Sensitivity

In the last experiment, we observed that in some cases FLECS works better after we correct the starting point. Then we decide to explore this interesting direction. We carry out a set of experiments to test the sensitivity of our method to incorrect start point identification for anomalous events. For each bug in BHR, we evaluate our technique on each point before and after the identified starting point until the rank of the faulty statements are stabilized (subject to a maximum range). Because we do not know how many points we need to find the correct starting point, we test each point before and after the starting point and pick 10 points which are most representative of the slope, to draw a figure as a result.

The results are shown in Figure 4.2 and Figure 4.3. Figure 4.2 shows the experiment results from Bug 1 to Bug 6 and Figure 4.3 shows Bug 7 to Bug 10. The red circles in the figures are identified starting point. As we can see in the table, the sensitivity of our technique is not equal over all the bugs. In some bugs like Bug 1, most of the points before and after the original starting point give a close rank of the faulty statement. However, in other bugs like Bug 2, there is a jump between point 3 and point 4, which means that after delaying the starting point, our approach could not assign the faulty statement a high rank anymore. Point 3 gives us a much better rank than point 4. An interesting outcome happens in Bug 5. The rank goes down
Figure 4.2 Sensitivity result Bug1 to Bug6
while delaying the starting point. This is because in some specific bugs, the model might flag some variables as abnormal even if they are not actually behaving very badly before the bug happens.

4.4 Results Discussion

We see that FLECS may not always isolate the faulty statements at the top of the ranked list. This may be because we are not able to monitor all the variables that are incorrectly computed and our anomalous variable selection criterion may return too many variables if the starting point is identified incorrectly. Both of those can influence the precision of our
technique. Nonetheless, the technique seems generally promising and certainly performs significantly better than coverage-based techniques in our tasks.

Another problem we need to consider for FLECS is a criterion to filter out anomalous variables and the approach to measure the dependencies between each statement. Currently we use the “distances” between two statements to measure their dependency. As we described in Section 3.4, the distance between a statement and its parent statement is 1. However, the dependencies between two statements can be influenced by the content of the statements. For example, suppose we have a statement $X: x = 100 * a + 0.001 * b$. $a$ and $b$ are calculated from other statements $A$ and $B$. In this case, $a$ obviously influences the value of $x$ more than $b$ does, which means the distance between $X$ and $A$ should be larger than the distance between $X$ and $B$ even though $A$ and $B$ are both directly influence statement $X$. Fortunately, this particular scenario does not happen in the controllers we have tested so far. It may be perhaps avoided using more advanced causal inference techniques.

In conclusion, in some cases, the location of the starting point of the A&A event matters significantly. However, in many cases the technique appears to be robust to the precise location of the starting point. It is certain that a better labeling approach could help our method to achieve a consistently good result.
Chapter 5

Conclusion

In conclusion, the work we have done describes an algorithm to locate faulty statements in embedded control software systems, which is widely used all over the world. Due to the characteristics of those systems, coverage-based fault localization techniques do not work. However, after modeling the system dynamics, it is possible to locate the faults by indicating the abnormal variables in the probabilistic model. Our method first constructs a probabilistic model for the system. Then we use the model to find the anomalous variables in the start point of the anomalous event. Given the anomalous variables set, our approach traces through the PDG to determine the candidate statements that cause the anomalous behavior. Our experiments use two medical robot prototypes developed in our lab. In the fault localization experiment, the results demonstrate that the approach consistently outperforms coverage-based techniques in our setting. In addition, the sensitivity experiment shows that a strong label criterion could improve our approach. In the future work, if more embedded systems are available, we could test our technique on them and improve our DBNs by collecting more empirical data. Also, as we discuss in the Section 4.4 improving the distance formula would help our algorithm to localize faults more precisely. Currently we design a graphical user interface for labeling SABiR and an automated labeling procedure for BHR. An automated labeling tool which can label the starting point more precisely is needed for fault localization techniques.
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