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Announcements

• Programming 1 out today
• Skip last two questions on HW1 (will add to HW2)
Today

• Informed Search (Chapter 3)
Checklist for Goal-directed Search

• Initial State
• Goal Test
• Search Operators
• Operator Cost
“Informed” Search

• These algorithms also use an extra function, a search heuristic, to find a solution.

• The search heuristic is not part of the problem definition---it is up to the agent designer to specify it (some recent work on learning the heuristic).
Search Heuristic

• Suppose we had a function that estimated the cost to the goal for a node \( n \)
  – Call it \( h(n) \) (the path cost is denoted by \( g(n) \))

• This is called a search heuristic
  – This function depends on the specific problem and is not externally specified; has to be designed by us or possibly learned by the agent
  – Algorithms using \( h(n) \) are also sometimes called “best-first” algorithms
Example (Pathfinding)

Heuristic: straight line distance (imagine straight lines joining each node to H)
A* Search

• Nodes on open list with smallest \( f(n) = g(n) + h(n) \) are expanded first

• Note: \( h(n) = 0 \) for any goal node \( n \)

• Expand successors of initial state, choose the one with lowest \( f(n) \) and expand it, etc
Example

Heuristic: straight line distance (imagine straight lines joining each node to H)
Optimality of A*

• If the heuristic function $h(n)$ satisfies certain properties, A* is both complete and optimal

• Properties of $h(n)$
  – **Admissibility**: $h(n)$ never overestimates the true cost to the goal (every goal) from $n$
  – **Consistency**: for every node and successor in the search tree $(n,n')$, $h(n) \leq c(n,n') + h(n')$
Effect of admissibility

- Suppose a suboptimal goal node $SG$ is on the open list, and the “global minimum” goal is $TG$. Then
  \[ f(SG) = g(SG) + h(SG) = g(SG) > g(TG) \]
- Consider another node $n$ on the open list that is on the path to $TG$ (must exist)
  \[ f(n) = g(n) + h(n) \leq g(TG) \quad \text{(admissibility)} \]
- So $f(n) \leq g(TG) < f(SG)$, and $SG$ will not be expanded
Example
Effect of consistency

• Consistency implies that $f$ increases monotonically with depth in the search tree.
• For any node and successor $(n, n')$ in the search tree, $f(n') = g(n') + h(n')$
  \[ = g(n) + c(n, n') + h(n') \]
  \[ \geq g(n) + h(n) \]
  \[ \geq f(n) \]
• Implies first time a node is expanded, we have the optimal path to that node.
  – Corollary: The first time we expand a goal, we have the optimal path to it.
Example
Optimal Efficiency of A*

• A* expands all nodes such that $f(n) < C_{opt}$
  – It also expands some nodes for which $f(n) = C_{opt}$
  – It does not expand any nodes for which $f(n) > C_{opt}$
   • These nodes are pruned from the search space

• Consider any other optimal forward-search algorithm with the same heuristic. This algorithm will expand at least as many nodes as A* (modulo tie-breaking on $f(n) = C_{opt}$)
  – “Optimal Efficiency” of A*
So are we done?

• More or less
  – A* is complete and optimal 😊
  – It is also optimally efficient 😊
  – But what about time and space complexity? 😞

• Turns out unless $h(n)$ is really really accurate (within a logarithmic factor of the optimal cost to the goal), the space explored by A* will be exponential in the length of the solution path
  – So, still something like $O(b^d)$
  – So people have been working on variants
Designing Heuristic Functions

• The availability of a heuristic makes a big difference in search

• But how do we get them?

• And once we have one how can we tell if they are any good?

• And if we have *two*, how do we tell which one is better?
3. Comparing heuristics

- Suppose we have obtained two admissible heuristics, $h_1$ and $h_2$, for the same problem.

- We say $h_2$ dominates $h_1$ if for all $n$, $h_2(n) \geq h_1(n)$.

- Then, A* with $h_2$ will never expand more nodes than A* with $h_1$ (modulo tie breaking).
3. Comparing Heuristics

• A* expands all nodes such that $f(n) < C_{opt}$
  – i.e. all nodes such that $h(n) < C_{opt} - g(n)$

• Since $h_1(n) \leq h_2(n)$, if $h_2(n) < C_{opt} - g(n)$, so is $h_1(n)$
2. Performance of a heuristic

- We can measure how effective a heuristic is by calculating an effective branching factor $b$.

\[ N + 1 = 1 + b + b^2 + \ldots + b^d \]

- This is the branching factor a balanced tree of depth $d$ would have to contain $N+1$ nodes.

- The better the heuristic, the closer to 1 this value will be.
1. Designing a Heuristic Function

• How do we create an admissible heuristic?
  – Remember this means we just need to underestimate the true cost of a solution from the current node
• One way to do this is by relaxing the problem
  – Remove some constraints from the problem so the problem is easy to solve
  – Then the optimal solution for the relaxed problem becomes an admissible heuristic for the real problem
  – The straight line distance heuristic is like this
Example: 8-puzzle

```
<table>
<thead>
<tr>
<th></th>
<th></th>
<th>3</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>8</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>
```
Combining heuristic functions

• Suppose we come up with a bunch of different relaxations of a problem, and none of the heuristics dominate any other

• Construct the function

\[ h(n) = \max(h_1(n), h_2(n), \ldots, h_k(n)) \]

• This function dominates all the individual heuristics and is also admissible
Using subproblems

• If we solve a subproblem of the overall problem exactly, we can use its cost as the heuristic

• This is the idea behind pattern databases
Example: 8-puzzle

```
3   *

*   *
1

2   *
```


Learning heuristics

• We could also have an agent try and learn a heuristic

• In this case, an agent would need to solve lots of search problems of a certain kind and record the actual costs at various states

• Then the agent would need to use machine learning to construct a heuristic function (later)
Advanced Search

- It is possible to use search as a solution strategy even for
  - Dynamic (*nearly static*) environments
  - Stochastic (*nearly deterministic*) environments
- An easy way to do this is to ignore these aspects
  - Search as if environment was static and deterministic
  - Implement the solution and track its progress
  - If at some point the solution fails, search again from that point
    - “Replanning”
Summary

• We learned about
  – Informed Search: A*
  – When and why A* is optimal
  – How to design and evaluate heuristics