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Abstract

Applications in mobile ad-hoc networks can suffer from poor link quality and degraded network services. In particular, standard TCP over low-quality, long routing paths, can have disproportionally low throughput as the result of a double penalty: long end-to-end round-trip time—due to long path length, and frequent congestion window backoff due to packet losses that could not be masked by the link-layer retransmissions. To address this problem, we leverage a well-known concept of dynamic TCP proxies but propose to dynamically install these proxies along a routing path based on the quality of the links comprising the path. By enclosing poor quality path segments between a pair of TCP proxies, we isolate the effect of these segments on the rest of the network and improve the overall performance. We further utilize cross-layer optimization to select proxy locations without a separate signaling protocol, by leveraging existing messages in the underlying routing protocol. We demonstrate the potential benefits of this dynamic TCP proxies mechanism, and illustrate the relevance of host mobility level on this design choice.

1. Introduction

A mobile ad-hoc networks (MANET) is a self-configuring network of mobile hosts connected by wireless links. The network topology may change rapidly and unpredictably, and the network connectivity may exhibit heterogeneity at different parts of the network. Often in a network there are disadvantaged hosts (and the associated users) who experience poor network services due to various reasons, such as communication interference from external sources, congestion along prevalent routing paths, or bottlenecks at upstream transit nodes. The negative effect of disadvantaged hosts in MANETs extends far beyond their associated users. Indeed, not only do these hosts have limited capacity to relay packets for other hosts, but the resulting packet losses cause end-to-end retransmissions by upper-layer protocols, increasing the wireless channel contention along the entire paths and degrading the entire network performance.

To address these issues, we rely upon the following observation. It is well known that standard TCP (Reno version) throughput is inversely proportional to the end-to-end delay [18], and in MANETs, the throughput is directly affected by the hop-distance [13]. However, disadvantaged hosts that are far from the data sources will incur a double penalty for both the long hop-distance, and the long delay and packet loss at the bottleneck along the path. Our proposed solution then builds upon a concept of TCP proxies, which has long been used in a variety of contexts to improve end-to-end TCP performance. A TCP proxy is a transit node that acts as a TCP end-point to either side of the communication path; the resulting split TCP connection can have higher overall throughput by reducing the round-trip time on each side. In particular, Kopparty et al. [15] attempted to improve the throughput of end-to-end TCP connections in MANETs by utilizing TCP proxies along the routing path. They position a TCP proxy every three nodes along the routing path, so that a long path is divided into a sequence of short segments of TCP connections.

However, we recognize that the benefits of TCP proxies in a realistic MANET depend crucially on where on the path the proxies are positioned. Indeed, by strategically placing TCP proxies along the path, we can encompass a trouble area with TCP proxies at both sides, isolating the rest of the path from its adverse effects. Moreover, we can obtain similar performance benefits with fewer proxies. This is important for several reasons. First, processing transit packets at the higher layer by proxies involves performance overhead (although we did not quantify this overhead in our preliminary experiments). Second, the set of TCP proxies creates an overlay path that remains pinned for the duration of the connection. As nodes change their locations due to mobility, this overlay path may become highly suboptimal.

We show experimentally that an excessive number of proxies can lead to significant performance degradation in high mobility scenarios. While this observation suggests that it might be beneficial to migrate proxies of an ongoing connection (see Section 3.2), it is also clear that one should place TCP proxies judiciously.

Further, the beneficial positions for TCP proxies on the path depend on the network topology and conditions, which change in a MANET in time with node movements. Thus,
we provide a mechanism and heuristics for any transit node to be designated as a TCP proxy dynamically based on previously observed network performance in its vicinity. For instance, it might be desirable to have a TCP proxy at each side of an area with low-quality or congested communication links. In addition to reducing the end-to-end round trip time and hence improving the effective throughput, these proxies will relieve the rest of the path from having to carry end-to-end retransmissions. This will reduce the wireless channel contention in those parts of the network and improve the overall throughput of the network for concurrent communication between other hosts.

Finally, a key problem is proxy selection without adding extra signaling overhead. In our design, the source of an end-to-end connection selects proxies at the TCP connection establishment time. To do that, the source collects the information about network conditions through a cross-layer optimization mechanism, by utilizing the signaling messages of the underlying routing protocol. For instance, in the dynamic source routing (DSR) protocol [14], which is one of the most widely adopted routing protocols for MANETs [5], we extend the route discovery messages to piggyback link quality information.

We describe the implementation of the proposed mechanisms and present preliminary results from our ns-2 simulation experiments. The results demonstrate the potential performance gain by using our dynamic TCP proxies approach, as well as the impact of high node mobility. This paper represents our preliminary work in this direction by motivating the idea and showing its promise and challenges. We outline various directions for future work throughout the paper.

2. Dynamic TCP Proxies

In designing our dynamic TCP (DTCP) proxy mechanisms, we take the approach of cross-layer optimization. We obtain information on link quality from the data link layer, and propagate this information using extended route discovery messages at the network layer. We then use this information at the transport layer to improve end-to-end performance.

2.1. Link Layer Extensions

We infer a disadvantaged link by two link-layer characteristics at each node on the path: the link-layer transmission queue size and the MAC layer retransmission count. The former reflects the load on the transit node, which affects the routing delay; the latter indicates the congestion and interference on the link.

Our mechanism extends the link layer (and MAC sublayer) to calculate, using the exponentially weighted moving average method, the smoothed estimates of two metrics: the transmission queue length and retransmission count. The smoothed estimates are calculated in a standard way, similar to the approach used in TCP for round-trip time estimation. Let \( AVG_i \) be the smoothed estimate before the transmission of the i-th packet, and \( S_i \) be the instantaneous sample value of the metric at the time of the transmission of the i-th packet. We set

\[ AVG_{i+1} = \alpha \times AVG_i + (1 - \alpha) \times S_i, \]

where the coefficient \( \alpha \) determines the rate of the exponential decay; we use \( \alpha = 0.85 \) in our experiments.

2.2. Network Layer Extension

We extend the DSR protocol to collect the above link quality metrics without extra signaling messages. DSR is a reactive routing protocol, where communication between a pair of nodes is preceded by a route discovery phase. When a node wishes to communicate to another node, it broadcasts a Route Request (RREQ) packet into the network. As RREQ packets flood through network, they record the path they have taken. Once a RREQ reaches a node that is either the destination or known the path from itself to the destination, this node will send back to the source a route reply packet (RREP) containing the whole path. The source will cache the route from the first received RREP message and use this route for subsequent communication.

To enable the collection of link quality information, we extend DSR as follows. First, we make every node append its smoothed estimates of the transmission queue length and MAC layer retransmission count, along with its IP address, to every RREQ message it processes. Thus, RREQ messages accumulate the link quality information of the paths they discover. Second, we modify the DSR route cache maintained by each node so that whenever a node is present in the DSR route cache, its associated link-layer quality metrics are also maintained in the cache. This allows a node to include the per-hop link quality information of the full path any time it constructs a RREP response, even if it completes the path from its cache. Third, we extend the interface between the network and transport layers to let the transport layer obtain from the network layer the per-hop link quality information of the discovered route to the destination. This allows the TCP layer at the source to select which nodes on the path should become TCP proxies as described in the next section. Forth, we insert a check in the network layer to identify TCP SYN packets and to further check an optional TCP header in these packets to see if the current node should become a TCP proxy (see Section 2.3). If this is the case, the network layer performs a special upcall to the TCP layer and passes the packet to the TCP layer. Fifth, our design calls for an API to install a packet filter in the network layer to capture subsequent TCP packets for which the current node acts as a proxy and to
pass these packets up to the TCP layer. This API would be used by the TCP layer when a transit node becomes a TCP proxy.

2.3. TCP Proxy Selection and Connection Management

When the TCP source needs to connect to the destination, it decides which intermediate nodes on the path to the destination should act as TCP proxies. To this end, the TCP layer first queries the network layer for the route information, which would be returned either from the DSR route cache or as the result of the route discovery protocol. The algorithm for selecting the proxies uses a combination of (the smoothed estimates of) both the queue size and retransmission count of a node. We currently use a simple sum of the two metrics as a combined metric, although other choices can also be explored. We call it the “proxy-selection metric”. The higher the value of the proxy selection metric of a host the more disadvantaged this host is. The source host executes the following procedure:

1) Calculate the difference of the proxy-selection metric between any two adjacent nodes. If the difference exceeds a threshold, the node with the smaller metric is selected to become a proxy. The intuition behind this selection is that a jump in the proxy selection metric indicates a boundary of a disadvantaged area, and then the node with the smaller value will be last node outside the trouble spot. For example, in Figure 1, the nodes 3 and 9 will have much lower values of their proxy selection metrics than, respectively, neighboring nodes 4 and 8, indicating the boundary of the disadvantaged area. At the end of this step we have a set of proxies. The size of this set can vary from 0 to N/2, where N is the path length. The threshold value is an implementation parameter. (In our experimental evaluation, we set it to 20). This design choice is based on the observations that if a node’s neighbor has a dramatically higher proxy-selection metric, this node can be a good proxy to reduce the impact of the bottleneck (i.e., the neighbor).

2) Check the entire path to see if there exist a continuous path section between two proxies (or source/destination) comprising three or more nodes without a proxy in-between. If so, select the middle node as a proxy. Repeat this process until no such path exists (thus, there will be a proxy at most every three nodes). We chose this heuristic to allow apple-to-apple comparison with [15]. However, from our own experiments, we found that in a contiguous congestion area, we can have chains of up to 5 regular nodes without affecting the throughput (see the twelve-node experiment described in Section 3). This suggests we can be more judicial in proxy deployment in some areas. More sophisticated heuristics in this regards should be explored in the future.

After the source selects the proxies, it inserts the proxy list into an optional TCP header of the SYN segment. Every node receiving this modified SYN packet would check the optional header to see whether its address appears to be the first element of proxy address list. If yes, it becomes a proxy. It then will (a) respond to the source with a TCP SYN-ACK segment, and (b) attempt to establish the TCP connection with the destination by sending out a new SYN packet, with the first element (corresponding to itself) removed from the proxy list. The new proxy node will then intercepts all subsequent TCP packets in this connection defined by the source address, source port, (ultimate) destination address and destination port, buffering these packets as needed on each side of the connection.

There is another option when the intermediate node receives a SYN packet and its address appears in the proxy address list: the node may choose not to become a proxy based on its own newest information (queue size, retransmission count, or other metrics). Instead, it would just let the SYN packet pass through with the removal of its address from the optional header. In other words, the proxy selection by the source would be treated only as a hint by the intermediate nodes. This approach needs further exploration in the future.

In summary, our design of TCP proxies divides an entire end-to-end TCP connection into multiple sections. The proxies are chosen and will perform most functionality of a regular TCP source/destination. This design was convenient as the first step in our study since it makes the path sections rather independent of each other. However, we acknowledge there is also a weakness in this design. Like most other split TCP approaches, our current prototype does not support full end-to-end reliability semantics of TCP since without end-to-end acknowledgments at the TCP layer, the burden of providing end-to-end reliability rests with an application. One future direction is to provide these semantics by layering end-to-end acknowledgments
on top of our current mechanism. These acknowledgments would be mostly piggybacked on our current proxy-to-proxy acknowledgments.

2.4. Implementation in ns-2

We have completed the ns-2 implementation of the above TCP proxy mechanism and the necessary extensions to lower layers, using ns-2 version 2.31. We modified the DSRAgent and FullTCPAgent (NewReno), as well as the link layer and MAC sub layer, to accommodate our design. In particular, the instantiation of a TCP proxy on a node is implemented as follows. We add an extra procedure into DSRAgent’s packet processing operation. The modified DSRAgent checks each incoming packet. If it is a TCP SYN, the DSRAgent checks if the optional header containing the proxy list exists, and if so, whether this node is on the list. If the node is supposed to become a proxy, DSRAgent creates two new instances of TCPAgent. One TCPAgent, which is a new object we implemented by modifying the existing ns-2 TCPAgent, will handle any further intercepted incoming packets of this connection, mimicking the TCP end-point on the preceding path section. The other TCPAgent connects to the destination (by sending out the SYN packet to the destination; it could be again intercepted by the next TCP proxy), and sends out the packets belonging to this TCP connection towards the final destination.

Thus, a TCP proxy consists of two TCPAgent objects and a buffer between them, with the DSR routing agent playing an important role in intercepting and demultiplexing packets. We make the source code of this implementation publicly available here[10].

3. Experimental Results

The purpose of our simulation experiments is to demonstrate the potential performance gain by using dynamic TCP proxies, as well as possible detrimental effects in some cases, for example, in highly mobile environment. For this purpose, we consider two extreme scenarios: first an ideal, stationary network configuration, and then a network with high node mobility. We focus on environments with long routing paths, which are characteristic of MANETs connecting troops on a battlefield, members of search-and-rescue or disaster relief teams, etc. These environments are also likely to contain disadvantaged areas that we target in our approach.

3.1. Performance in Stationary Environment

In this experiment, we consider a stationary network. The network is deployed on a 3000mX2000m area, with evenly spaced 60 nodes forming a regular rectangular grid. The source and the destination nodes are chosen manually to ensure a path of a desired length. We introduce disadvantaged hosts on the path from source to destination by injecting a number of persistent flows of cross traffic, each at an average rate of 50Kbps. The size and location of the disadvantaged area differ in different scenarios. After a 10-second warm-up period (allowing nodes to acquire the link quality metrics), the source initiates an FTP/TCP connection to send a 1.44MB file to the destination. Both source and destination use the NewReno version of TCP.

We run simulations with different path lengths between the source and destination – 9 nodes, 10 nodes, and 12 nodes. The congested area in these three scenarios is set as follows: the congested area in the 9-node and 10-node scenarios only includes the 9th node; in the 12-node experiment, the congested area extends, inclusively, from 4th node to 8th node.

In each scenario, we compare three algorithms: regular TCP without proxies, Split TCP with a proxy every three nodes, and Dynamic TCP Proxies (referred to as DTCP below). We consider three performance metrics: source transfer finish time, overall transfer finish time, and overall channel capture cost. In particular, the overall channel capture cost is calculated as follows. We first compute, for each path section...
In the 9-node experiment, Split TCP is slightly better than DTCP in terms of the overall transfer time because the former divides the path more evenly into sections. From this perspective, this is the most unfavorable scenario for DTCP. Still, DTCP has a slight advantage over Split TCP even in this scenario in terms of channel capture (as shown in Figures 2 and 3), promising better overall efficiency for competing flows. However, in the 10-node experiment, DTCP is better for all metrics, including the overall transfer finish time. The reason is that DTCP-produced path sections differ less in length in this case, yet DTCP localizes the effect of the disadvantaged host (node 9) better.

The third scenario with 12 nodes, which was illustrated earlier in Figure 1, might be more interesting, and it shows more performance gain for our dynamic proxies mechanism. Here, an array of nodes (from node 4 to node 8) all experience congestion due to cross traffic. Our dynamic TCP proxies mechanism wisely places proxies only at node 3 and node 9, while Split TCP places proxies at nodes 4, 7, and 10. The overall channel capture of both Split TCP and DTCP is similar as shown in Figure 3. However, Figure 4 shows a significant advantage of DTCP over Split TCP in total transfer time. Indeed, Split TCP approaches regular TCP according to this metric but is over 19% worse than DTCP. We suspect it is not a good idea to designate already overloaded nodes as proxies. This experiment also suggests that using fewer proxies wisely (2 proxies with our dynamic TCP proxies mechanism) can achieve competitive or even better performance than using more proxies (3 proxies with Split TCP).

3.2. Impact of Mobility

In this experiment, we would like to investigate the potential impact of high mobility on TCP proxies mechanisms. Intuitively, TCP proxies “pin” an overlay route from source to destination, and in a high-mobility environment this route may diverge significantly from the underlying topology.

In our simulation, 120 nodes in a mobile network are uniformly spread in a 3000mX2000m area. Each node will undergo a series of random movements, similar to the random waypoint model [4], but without pauses between two consecutive movements. For each movement, the speed is chosen uniformly between 1 and 100m/s, and the direction of movement is randomly decided. Therefore, the simulated network has a very high degree of mobility. We create different network scenarios (by using different seeds for random number generators) in order to discern meaningful trends. For each scenario, in the beginning, a source/destination pair is chosen randomly and a TCP connection to transfer a 1.44M file is initiated between them. In each scenario, we run simulations for: (1) regular TCP without proxies, (2) TCP with a proxy every 5 nodes, and (3) TCP with a proxy every 3 nodes.

We use two metrics to compare performance: transfer finish time and total number of DSR route discovery requests.
discovery requests by the source, as well as all proxies, if any.

We collected results for 15 different scenarios. Table 1 shows the performance of the three algorithms in the first three scenarios. It illustrates a trend that more proxies increase the transfer time and DSR route discover overhead. In all but one scenario, regular TCP has the best transfer time, and in more than 75% of the scenarios, TCP with a proxy every 5 nodes has better transfer time than with a proxy every 3 nodes. In addition, there are also more route discovery requests when more proxies are used.

To explain these results, we note that when nodes are mobile, especially when they move rather quickly, the locations of the end-hosts and proxies can change in the course of the TCP transfer. Therefore, an initial, good proxy selection scheme might degrade. In the extreme case, the end-hosts and proxies could be randomly placed anywhere, and the sheer effects of introducing more proxies is to increase communication cost with no benefit. For instance, it might be possible for the source and destination hosts to move close to each other, but for the end-to-end TCP connection to still traverse proxies that are far away from both end-hosts.

Table 1. The effect of TCP proxies in a mobile environment

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Proxy Positions</th>
<th>Tot. Transfer Time</th>
<th>Number of Route Discovery Reqs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>No Proxy</td>
<td>40</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>Every 5 nodes</td>
<td>90</td>
<td>44</td>
</tr>
<tr>
<td></td>
<td>Every 3 nodes</td>
<td>110</td>
<td>113</td>
</tr>
<tr>
<td>2</td>
<td>No Proxy</td>
<td>60</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>Every 5 nodes</td>
<td>400</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>Every 3 nodes</td>
<td>380</td>
<td>144</td>
</tr>
<tr>
<td>3</td>
<td>No Proxy</td>
<td>45</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>Every 5 nodes</td>
<td>55</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>Every 3 nodes</td>
<td>85</td>
<td>142</td>
</tr>
</tbody>
</table>

To summarize, in highly mobile networks, it could be harmful to have fixed proxies in the network. Our dynamic TCP proxies scheme selects proxies more judiciously than Split TCP and can be less vulnerable to node mobility. Still dynamic proxy selection based on the current state of the network will be necessary to fully overcome this problem. This is especially important for long-lived TCP connections—even with moderate node mobility, the initial proxy selection may become a poor choice later. We envision an approach and implementation which can dynamically relocate proxies in the middle of a long TCP transfer to adapt to a high-mobility environment. Yet a number of relevant questions need to be answered, for example, (1) how much benefit we will get from relocating proxy? (2) how much relocating overhead we have to pay? and (3) what are the criteria to make the decision to relocate a proxy, and achieve a balance between performance and overhead?

4. Related Work

Our work builds upon a well-known concept of TCP proxies, which have been applied in a variety of contexts to improve TCP throughput (see, e.g., [1], [12], [6], [15], [16], [8] and references therein). The general performance of TCP in the presence of proxies has been studied in, e.g., [11].

There are alternative ways to improve communication efficiency, for example, in the context of Internet, CHART system [2] makes use of several fixed nodes of overlay network as intelligent middle routers. Forwarded messages are encapsulated in UDP within the routing overlay. End-to-end reliability and congestion control are maintained by TCP at source and destination nodes. Some of these techniques, such as UDP communications between proxies, could be applied in our DTCP method.

The closest to ours is the approach by Kopparty et al. [15], which attempts to improve the throughput of end-to-end TCP connections in MANETs by positioning a TCP proxy every three nodes along the routing path. Our approach selects proxy locations dynamically based on the observed network characteristics.

Our approach uses a combination of link-level retransmission count and transmission queue length to measure a wireless link quality and to dynamically select TCP proxy locations. A number of other metrics have been proposed in the context of improving ad-hoc routing performance. Bononi et al. [3] proposed to improve multipath ad-hoc routing based on cross-layer measurements of path statistics reflecting the size and congestion level of each path. Mitra et al. [17] proposed discovering stable paths using predicted future sleep times of mobile nodes. Draves et al. [9] compared several metrics in a static wireless network and found the expected transmission count, or ETX [7], to perform the best for routing purposes. An advantage of our metric is that the underlying data is readily available in the link layer (whereas, e.g., all the metrics considered in [9] require probe traffic). However, quantitative analysis of various metrics for proxy placement is an open question for future work.

5. Conclusions

This paper describes a novel approach to improve the performance of a mobile ad-hoc network in the presence of disadvantaged hosts, which can be hosts in a high-interference or contention area, busy hosts with a large packet transmission queue, or distant hosts with a poor line-of-sight connectivity. Our approach extends the split
TCP mechanism that divides a long routing path into short sections, each with its own TCP end-point called a TCP proxy. However, unlike existing split TCP approaches, our approach determines TCP proxy locations dynamically based on the network conditions at the time of the connection establishment. This allows us to effectively isolate disadvantaged portions of the routing path, shielding the remaining network areas from their detrimental effect. We further utilize a cross-layer optimization mechanism to select the TCP proxy locations without extra signaling overhead, by leveraging the messages exchanged by the underlying routing protocol to convey the link quality information. Our preliminary simulation study shows the promising benefits of our approach. Our study also indicates that a large number of TCP proxies can have a detrimental effect in a high-mobility environment. This provides additional motivation for our approach that places TCP proxies judicially and suggests a further direction of work to investigate a possibility of dynamic migration of TCP proxies in an ongoing connection when the network topology and conditions change due to node mobility.
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