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INTRODUCTORY REMARKS

Welcome to our graduate program. We hope you will find your stay at Case Western Reserve challenging and instructive.  This booklet summarizes the requirements that you will be expected to fulfill on your way to an advanced degree.  Our tradition has been to treat each graduate student as a special individual.  If you find that your particular situation is not adequately covered in this booklet, or if for any reason you feel your case deserves consideration for deviation from one or another rule, the EECS Associate Chairman for Graduate Studies or the Graduate Program Coordinator is always ready to listen.

Information about the content of graduate courses and the general guidelines for the graduate program can be found in the Case Western Reserve General Bulletin.  Additional information about our program can be obtained from the Associate Chairman for Graduate Studies or the Graduate Program Coordinator. You may also visit our Web site at www.eecs.cwru.edu/gradprograms/ for more updated information. The Graduate Program Coordinator can help you identify the person or committee best suited to assist you.  Suggestions for improvements in this booklet and other graduate advising materials are welcome, and can be addressed to the Associate Chairman for Graduate Studies.

It is worthwhile to check your assigned mailbox in a regular fashion for important notices, mail, and scheduled colloquium announcements.  These boxes can be found in the graduate mailroom on the seventh floor of the Glennan Building.  If your name is not on one, contact the Graduate Program Coordinator, Beth Fuller in Glennan 715.  

New graduate teaching assistants are expected to enroll in the non-credit course, Professional Development for Graduate Assistants (UNIV 400). This required course, usually offered one week before the Fall Semester starts, consist of seminars by faculty on effective professional communication skills. It also provides teaching assistants with opportunities to discuss and reflect upon their instructional roles.  

It is also necessary for you to enroll in the Colloquium Course EECS 500 as it is a course requirement necessary for you to have taken every semester, upon graduation.  If you are a Ph.D. Student, you must enroll in EECS 400T, 500T and 600T as a requirement for graduation.  These are Teaching Assistant requirements that should be fulfilled in the first (400T), second (500T) and final (600T) semester of study.  Typically, EECS 400T and EECS 500T are taken in the first academic year of Graduate Study unless approved by the EECS Graduate Studies Committee.

EECS FACULTY

B. Ross Barmish, Ph.D (Cornell University) – Olin 407 – brb8@po.cwru.edu – x2802

Randall D. Beer, Ph.D. (Case Western Reserve University)  - Olin 512 – rxb9@po.cwru.edu – x2816
Professor
Computational neuroscience, autonomous robotics.

Michael S. Branicky, Sc.D. (Massachusetts Institute of Technology) – Glennan 515B – msb11@po.cwru.edu – x6430
Nord Assistant Professor of Engineering
Hybrid systems; learning; intelligent systems and control; applications to robotics, flexible manufacturing, and networked control systems

Marc Buchner, Ph.D. (Michigan State University)- Olin 707 – mxb11@po.cwru.edu – x4096
Associate Professor
Computer simulation of complex systems; control of industrial systems; and analysis of discrete event and combined systems.

Vira Chankong, Ph.D. (Case Western Reserve University) – Olin 708 – vxc2@po.cwru.edu – x4054
Associate Professor
Large-scale and multi-objective optimization and its application to engineering problems; manufacturing and production systems; improvement of magnetic resonance imaging, decision theory; and risk analysis.

Funda Ergun, Ph.D. (Cornell University) – Olin 509 – afe@eecs.cwru.edu - x0356
Assistant Professor

Program testing/verification, networking protocols, randomized algorithms, learning theory, algebraic algorithms, cryptography.

George W. Ernst, Ph.D. (Carnegie Institute of Technology) – Olin 508 – gwe@po.cwru.edu – x2839
Associate Professor
Learning problem solving strategies; artificial intelligence; expert systems; program verification.

Steven L. Garverick, Ph.D. (Massachusetts Institute of Technology) – Glennan 511 – slg9@po.cwru.edu – x6436
Associate Professor
Integrated circuits.

Dov Hazony, Ph.D. (UCLA) – Glennan 710A – dxh2@po.cwru.edu – x3937

Professor

Network Theory, Physical Acoustics, Materials Science. 
Vincenzo Liberatore, Ph.D. (Rutgers) – Glennan 514A – vxl11@po.cwru.edu – x4089

Assistant Professor

Distributed computing, Internet, randomized algorithms 

Wei Lin, Ph.D. (Washington University) – Olin 607 – wxl4@po.cwru.edu – x4493
Associate Professor
Nonlinear dynamic systems and geometric control theory, discrete-time control systems; H-infinity and mixed H-2/H-infinity and robust control, adaptive control; system parameter estimation; adaptive and nonlinear control for robotics manipulators and induction motors; fault diagnosis and detection; control of nonholonomic mechanical systems and biomedical systems.

Kenneth Loparo, Ph.D. (Case Western University) – Olin 705 – kal4@po.cwru.edu - x4115
Professor
Stability and control of nonlinear and stochastic systems, analysis and control of discrete event systems, and intelligent control systems and failure detection. Recent applications work focuses on the control and failure detection of rotating machines

Behnam Malakooti, Ph.D. (Purdue University) – Olin 611 – bxm4@po.cwru.edu – x4462
Professor
Industrial engineering, computer-aided manufacturing, man-machine systems, multiple-criteria decision making and optimization.

Mehran Mehregany, Ph.D. (Massachusetts Institute of Technology) – Bingham 118 – mxm 31@po.cwru.edu – x0755
B.F. Goodrich Professor
Microactuators and micromechanics.

Frank Merat, Ph.D. (Case Western Reserve University) PE (Ohio) – Glennan 518 – flm@po.cwru.edu – x4572
Associate Professor
Computer vision, optical devices, wireless networks

Mihajlo D. Mesarovic, Ph.D. (Serbian Academy of Science) – Olin 605 – mdm5@po.cwru.edu – x5877
Cady Staley Professor
Complex systems theory; global issues and sustainable development.

Wyatt Newman, Ph.D. (Massachusetts Institute of Technology) – Glennan 516 – wsn@po.cwru.edu – x6432
Professor
Mechatronics; high-speed robot design; force and vision-bases machine control; artificial reflexes for autonomous machines; rapid prototyping; agile manufacturing.

Gultekin Ozsoyoglu, Ph.D. (University of Alberta, Canada) – Olin 506 – gxo3@po.cwru.edu – x5029
Professor
Databases;multimedia computing, digital libraries. 

Z. Meral Ozsoyoglu, Ph.D. (University of Alberta, Canada) – Olin 511 – mxo2@po.cwru.edu – x2818
Professor
Database theory; logic databases; database query and optimization.

C.A. Papachristou, Ph.D. (Johns Hopkins University) – Olin 502 – cap2@po.cwru.edu – x5277
Professor
VLSI design and CAD; computer architecture and parallel processing; design automation; embedded system design.

Stephen M. Phillips, Ph.D. (Stanford University) PE (Ohio) – Glennan 517A –smp2@po.cwru.edu – x6248
Associate Professor
Director of Center of Automation and Intelligent Systems. 

Andy Podgurski, Ph.D. (University of Massachusetts at Amherst) – Olin 510 – hap@po.cwru.edu – x6884
Associate Professor
Software architecture and design; software engineering; distributed and real-time systems; flexible manufacturing systems; software testing and reliability assessment.

Daniel Saab, Ph.D. (University of Illinois at Champaign-Urbana) – Olin 516 – dgs3@po.cwru.edu – x2494
Associate Professor
Computer architecture; VLSI system design and test; CAD design automation

S. Cenk Sahinalp, Ph.D. (University of Maryland) – Olin 515 – cenk@eecs.cwru.edu – x6197
Assistant Professor
Design, analysis and experimental evaluation of algorithms especially related to pattern matching, information retrieval, data cmpression, massive data sets, computational biology, and VLSI network layouts.

N. Sreenath, Ph.D. (University of Maryland) – Olin 608 – nxs6@po.cwru.edu – x6219
Associate Professor
Large scale systems; policy analysis; sustainable development; integrated assessment, global and environmental issues (water resources and global climate change); control theory applications and medical informatics.

Massood Tabib-Azar, Ph.D. (Rensselaer Polytechnic Institute) – Glennan 517B – mxt7@po.cwru.edu – x6431
Associate Professor
Semiconductor material and device characterizations; optical signal processing; novel devices; spectroscopy and low temperature measurements.

Lee J. White, Ph.D. (University of Michigan) – Olin 402 – ljw@po.cwru.edu – x3919
Professor
Software testing; current projects include: regression testing, study of domain testing, specification-based testing and testing of object-oriented software.

Darrin Young, Ph.D. (University of California, Berkeley) – Glennan 510 – djy@po.cwru.edu - x8945
Assistant Professor
MEMS sensors, micromachined components such as inductors and capacitors for miniaturized wireless applications.

GQ (Guo-Qiang) Zhang, (Cambridge University, England) – Olin 610 – gqz@eecs.cwru.edu – x0382

Associate Professor

Programming languages; logic, semantics, and topology in computer science; domain theory; logic programming and nonmonotonic reasoning; theory of computation. 

Adjunct Faculty

Joan Carletta - Adjunct Assistant Professor

Howard Chizeck - Adjunct Professor

Ben Hobbs - Adjunct Professor

Patrick Howard - Adjunct Assistant Professor – pmt@po.cwru.edu – (440) 498-3132

Boris Igelnik - Adjunct Associate Professor

Alain Izadnegahdar, (University of Orsay, France) - Adjunct Assistant Professor – axi10@po.cwru.edu -  (216) 229-4636 (x201)

Peter W Kinman, (University of Southern California) - Adjunct Assistant Professor – Glennan 715A – pwk@po.cwru.edu – x5550

Joseph Koonce, (University of Wisconsin, Madison) - Adjunct Professor – jfk7@po.cwru.edu – x3561

Joel Kraft, (Case Western Reserve University) - Adjunct Instructor – Yost Hall 4 – jdk6@po.cwru.edu – x3780

Geoffrey Lockwood - Adjunct Assistant Professor

Marvin Schwartz - Adjunct Professor

David A Smith, (M.I.T.) - Adjunct Professor – das23@po.cwru.edu 

Peter Tsvitse - Adjunct Professor  -  pjt4@po.cwru.edu 

Clayton L. Van Doren, (Syracuse University) - Adjunct Assistant Professor – clv2@po.cwru.edu – (216) 778-3083

Martin Weinhous - Adjunct Associate Professor

Christian A. Zorman, (Case Western Reserve University) - Adjunct Assistant Professor Glennan 712 - caz@po.cwru.edu – x6117
Emeritus Faculty (Active)

Wen H Ko, (Case Institute of Technology) - Emeritus Professor – Bingham 107 – whk@po.cwru.edu – x4081

Yoh-Han Pao, (Pennsylvania State University) - Emeritus George S. Dively Distinguished Professor of Engineering – Glennan 509 – yxp@po.cwru.edu – x4040
NEW INTERNATIONAL GRADUATE STUDENT CHECKLIST

1. Visit International Student Services in Sears 210 and see Edith Berger, Director or Jennifer Hogue, Assistant to the Director.  Pick up information for Social Security numbers and any other Visa Information.

2. Visit the Graduate Studies Office in Baker 121.  See Susan Benedict for your Temporary Social Security Number.

3. Visit your Adviser to discuss course selection.

4. Register in Yost Hall

5. Visit Access Services in the basement of the Crawford Building to obtain Student ID – you may also acquire parking at this office, if necessary.

6. Visit CWRUnet Services in Crawford 220 to obtain University email account.

7. Send email to emf4@po.cwru.edu under new account address so that I may add you to the Graduate Student Email Alias.  It is important for you to have important information and notices regarding Departmental issues and Graduate Student life in EECS.

8. Visit Beth in Glennan 715 if you have any questions or problems.

9. Send email to emf4@po.cwru.edu for any room access or keys – I will forward to Ken Gottschall.
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	       Case Quad

1    Adelbert Gymnasium
2    Adelbert Hall
6    Amasa Stone Chapel
7    Baker Building – Graduate 

Studies – Room 121
9 Bingham Building – Civil Engineering

10  Biology Building

16  Crawford Hall – Access

       Services & CWRUnet (ID 

       & email)
24  Eldred Hall - Theatre

25  Emerson Gym (Pool)

26  Enterprise Hall      

      (Management School)

32  Glennan Building – 

      Mechanical Engineering &

      Electrical Engineering
52  Millis Science Center

53  Morley Chemistry Lab

56  Olin Buliding – Computer 

      Engineering & Science, 

      Systems & Control 

      Engineering, Chairman
57  One to One Fitness Center

67  Rockefeller Physics Building

69  Sears Building –

      International Student 

      Services Room 210
77  A.W. Smith Building

79  Kent Smith Engineering and

      Science Building – 

      Macromolecular Science

84  Strosacker Auditorium

90  Tomlinson Hall – 

      Undergraduate Admissions, 

      Cafeteria

93  University West

94  Van Horn Field

95  Veale Center - Gymnasium

97  White Building – Materials

       Science

98  Wickenden Building – 

      Biomedical Engineering

99  Yost Hall – Registrar, 

      Student Housing


"Frederick Way, III" <fxw3@po.cwru.edu>

Five Year Academic Calendar (2001-2006)

	PRIVATE
FALL
	2001-2002
	2002-2003
	2003-2004
	2004-2005
	2005-2006

	Registration Begins
	Apr 9
	Apr 8
	Apr 7
	Apr 5
	Apr 4

	Drop/Add Begins
	Apr 9
	Apr 8
	Apr 7
	Apr 5
	Apr 4

	Classes Begin
	Aug 27
	Aug 26
	Aug 25
	Aug 23
	Aug 29

	Late Registration Fee ($25) Begins
	Aug 28
	Aug 27
	Aug 26
	Aug 24
	Aug 30

	Last Day to Withdraw Without Financial Penalty
	Aug 31
	Aug 30
	Aug 29
	Aug 27
	Sep 2

	Labor Day Holiday
	Sep 3
	Sep 2
	Sep 1
	Sep 6
	Sep 5

	Drop/Add Ends
	Sep 7
	Sep 6
	Sep 5
	Sep 3
	Sep 9

	Late Registration Ends
	Sep 7
	Sep 6
	Sep 5
	Sep 3
	Sep 9

	Deadline Credit/Audit (UG)
	Sep 7
	Sep 6
	Sep 5
	Sep 3
	Sep 9

	Fall Break (UG)
	Oct 22/23
	Oct 21/22
	Oct 20/21
	Oct 18/19
	Oct 24/25

	Mid-Term Grades Due (UG)
	Oct 22
	Oct 21
	Oct 20
	Oct 18
	Oct 24

	Deadline for removal of prev. term "I" grades (UG)
	Nov 9
	Nov 8
	Nov 7
	Nov 5
	Nov 11

	Deadline Credit/Audit (G)
	Nov 9
	Nov 8
	Nov 7
	Nov 5
	Nov 11

	Deadline For Class Withdrawal
	Nov 9
	Nov 8
	Nov 7
	Nov 5
	Nov 11

	Registration for Spring Begins
	Nov 12
	Nov 11
	Nov 10
	Nov 8
	Nov 14

	Thanksgiving Holidays
	Nov 22/23
	Nov 28/29
	Nov 27/28
	Nov 25/26
	Nov 24/25

	Deadline for removal of prev. term "I" grades (G)
	Dec 7
	Dec 6
	Dec 5
	Dec 3
	Dec 9

	Last Day of Class
	Dec 7
	Dec 6
	Dec 5
	Dec 3
	Dec 9

	Reading Days
	Dec 10/11
	Dec 9/10
	Dec 8/9
	Dec 6/7
	Dec 12/13

	Final Exams Begin
	Dec 12
	Dec 11
	Dec 10
	Dec 8
	Dec 14

	Final Exams End
	Dec 19
	Dec 18
	Dec 17
	Dec 15
	Dec 21

	Final Grades Due by 11:00 am
	Dec 21
	Dec 20
	Dec 19
	Dec 17
	Dec 23

	Fall Awarding of Degrees
	Jan 18 (2002)
	Jan 17(2003)
	Jan 16(2004)
	Jan 14 (2005)
	Jan 13 (2006)

	
	
	
	
	
	

	SPRING
	2002
	2003
	2004
	2005
	2006

	Registration Begins
	Nov 12 (2001)
	Nov 11 (2002)
	Nov 10 (2003)
	Nov 8 (2004)
	Nov 14 (2005)

	Drop/Add Begins
	Nov 12 (2001)
	Nov 11 (2002)
	Nov 10 (2003)
	Nov 8 (2004)
	Nov 14 (2005)

	Martin Luther King Jr. Holiday
	Jan 21
	Jan 20
	Jan 19
	Jan 17
	Jan 16

	Classes Begin
	Jan 14
	Jan 13
	Jan 12
	Jan 10
	Jan 17

	Late Registration Fee ($25) Begins
	Jan 15
	Jan 14
	Jan 13
	Jan 11
	Jan 18

	Last Day to Withdraw Without Financial Penalty
	Jan 18
	Jan 17
	Jan 16
	Jan 14
	Jan 20

	Drop/Add Ends
	Jan 25
	Jan 24
	Jan 23
	Jan 21
	Jan 27

	Late Registration Ends
	Jan 25
	Jan 24
	Jan 23
	Jan 21
	Jan 27

	Deadline Credit/Audit (UG)
	Jan 25
	Jan 24
	Jan 23
	Jan 21
	Jan 27

	Mid-Term Grades Due (UG)
	Mar 11
	Mar 10
	Mar 8
	Mar 7
	Mar 13

	Spring Break
	Mar 11-15
	Mar 10-14
	Mar 8-12
	Mar 7-11
	Mar 13-17

	Deadline for removal of prev. term "I" grades(UG)
	Mar 29
	Mar 28
	Mar 26
	Mar 25
	Mar 31

	Deadline Credit/Audit (G)
	Mar 29
	Mar 28
	Mar 26
	Mar 25
	Mar 31

	Deadline for Class Withdrawal
	Mar 29
	Mar 28
	Mar 26
	Mar 25
	Mar 31

	Open registration for Fall Begins
	Apr 8
	Apr 7
	Apr 5
	Apr 4
	Apr 3

	Open registration for Summer Begins
	Apr 15
	Apr 14
	Apr 12
	Apr 11
	Apr 10

	Deadline for removal of prev. term "I" grades(G)
	Apr 29
	Apr 28
	Apr 26
	Apr 25
	May 1

	Last Day of Class
	Apr 29
	Apr 28
	Apr 26
	Apr 25
	May 1

	Reading Days
	Apr 30/May 1
	Apr 29/30
	Apr 27/28
	Apr 26/27
	May 2/3

	Final Exams Begin
	May 2
	May 1
	Apr 29
	Apr 28
	May 4

	Final Exams End
	May 9
	May 8
	May 6
	May 5
	May 11

	Final Grades Due by 11:00 am
	May 11
	May 10
	May 8
	May 7
	May 13

	University Commencement
	May 19
	May 18
	May 16
	May 15
	May 21

	
	
	
	
	
	

	SUMMER 
	2002
	2003
	2004
	2005
	2006

	Classes Begin
	Jun 3
	Jun 2
	Jun 1
	Jun 6
	Jun 5

	Independence Day Holiday
	Jul 4
	Jul 4
	Jul 5
	Jul 4
	Jul 4

	Classes End
	Jul 29
	Jul 28
	Jul 26
	Jul 25
	Jul 24

	Final Grades Due 12:00 noon
	Jul 31
	Jul 30
	Jul 28
	Jul 27
	Jul 26

	Summer Awarding of Degrees
	Aug 16
	Aug 15
	Aug 13
	Aug 12
	Aug 11
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Graduate Teaching Assistant Orientation Dates

UNIV 400 A/B Fall 2002
Please take note of the following dates for this fall's required meetings for new graduate teaching assistants. 

FALL 2002 DATES 

1) Orientation for new International Teaching Assistants (ITAs) Tuesday, August 20 Thwing Center, Spartan Room (third floor Thwing Center) 10:30 am - 1:00 pm (includes lunch)

2) SPEAK Testing – SPEAK Testing will be by appointment.  Appointments, which will be approximately 20 minutes, will be made at the International TA Orientation on Tuesday, August 20.

SPEAK Testing appointments will be for Tuesday, August 20, from 3:00 to 5:00; Wednesday, August 21, from 3:00 pm to 5:00 pm; and Thursday, August 22, from 1:00 pm to 5:00 pm.

Students will be tested individually and their placement determined at the end of this testing.  Students cannot register on their own for UNIV 400C. 
Students who received an incomplete from this semester in University 400 C will be asked to come to ESS on Friday, August 23, between 9 am and 11 am to be given a course time.

3) Campuswide Orientation for ALL new Graduate Teaching Assistants (including ITAs) Thursday, August 22 Thwing Center, Ballroom 8:30 am - 1:00 pm (includes continental breakfast and lunch) 
*** Please note that the program will begin at 8:45 am. All graduate students who serve in instructional roles with undergraduates are required to complete a program of training by enrolling in the non-credit course, UNIV 400. 

All ITAs must attend both ITA Orientation and Campuswide Orientation and must be evaluated for spoken English proficiency. Students failing to meet University standards on the SPEAK test will be required to enroll in the non-credit course UNIV 400C, ITA Communication Skill Development. 

UNIV 400A and UNIV 400B are listed under University Studies in the CWRU Schedule of Classes. The course numbers for Fall 2001 are UNIV 400A (US students) CRN 97152 UNIV 400B (International students) CRN 97169
 (If not pre-scheduled for UNIV 400, students will have the opportunity to add the appropriate section of UNIV 400 to their Fall 2001 schedules at the Campuswide Orientation on Thursday, August 22.) 

For further information, call Educational Support Services at (216)368-5230 or e-mail Judith Olson-Fallon, jko2. Judith Olson-Fallon Associate Director, ESS and Director of Commuter Services Educational Support Services Kelvin Smith Library 216-368-8825 jko2@po.cwru.edu
GRADUATE STUDIES ORIENTATION

Graduate Studies Orientation will be held on Wednesday, August 21, 2001 with Continental Breakfast beginning at 8:00 am and Orientation beginning at 9:00 am in Hatch Auditorium, Baker Lounge.  Lunch will be served at noon and Orientation ends with lunch. Attendance is mandatory.

INTERNATIONAL STUDENT ORIENTATION

International Student Orientation will be held on Tuesday, August 20, 2001 at 6:30 pm in Hatch Auditorium, Baker Lounge. Refreshments and socializing afterwards.  Attendance is mandatory – please check in with International Student Services prior to attending orientation.  There will also be an International Student Welcome Reception on Friday, August 30, 2002 at 6:30 in Baker Lounge.
If you are required to perform as a Teaching Assistant or would like to perform as a paid Teaching Assistant, please complete the following form and bring to the Teaching Assistant Meeting that will be held on Friday, August 19, 2002 at 4:00 pm in Glennan 421.  Typically, we need help in the following classes and look for students with the appropriate expertise: 

UNDERGRADUATE COURSES 

_____ ENGR 131 ELEMENTARY COMPUTER PROGRAMMING - Requires knowledge of C programming. _____ ENGR 210 CIRCUITS AND INSTRUMENTATION - Requires knowledge of basic AC & DC circuits. Experience with oscilloscopes, signal generators, power supplies, and digital multimeters. 

_____ ESCI 212 INTRODUCTION TO SIGNALS, SYSTEMS & CONTROL - Requires basic knowledge of Laplace and Fourier transforms, >elementary control theory. 

_____ ESCI 214 SIGNALS, SYSTEMS & CONTROL LABORATORY - Requires fundamental knowledge of control theory and applications, >computer hardware and software. 

_____ ECES 233 INTRODUCTORY DATA STRUCTURES - Basic knowledge of C++ and data structures. 

_____ EEAP 246 SIGNALS AND SYSTEMS - Requires basic knowledge of Laplace, Fourier and z-transforms. MATLAB programming experience would be very helpful. 

_____ ECES 281 LOGIC DESIGN AND COMPUTER ORGANIZATION - Knowledge of basic digital logic. Small amount of assembly language programming required. 

_____ ECES 301 DIGITAL LOGIC LABORATORY - Requires knowledge of basic digital logic circuits. Experience with oscilloscopes, signal generators, power supplies, and digital multimeters. 

_____ EEAP 309 ELECTROMAGNETIC FIELDS - Requires knowledge of basic electromagnetic fields. 

_____ ECES 318 VLSI/CAD - Requires knowledge of VHDL and Verilog 

_____ EEAP 322/424 INTEGRATED CIRCUITS/ELECTRONIC DEVICES - Requires knowledge of semiconductor fabrication. 

_____ ECES 337 SYSTEMS PROGRAMMING - Requires good knowledge of C programming. UNIX experience is desirable. 

_____ ECES 340/405 ALGORITHMS AND DATA STRUCTURES - Knowledge of computer algorithms and data structures. 

_____ EEAP 351 COMMUNICATIONS AND SIGNAL ANALYSIS - Requires background in Fourier transforms. A person who has taken a communications course is preferred. 

_____ ESCI 352 ENGINEERING ECONOMICS AND DECISION ANALYSIS - Requires basic knowledge of engineering economics. 

_____ EEAP 355 RF COMMUNICATIONS - Requires background in Fourier transforms and statistics. A person  who has taken a communications course is preferred. 

_____ ESCI 360 MANUFACTURING OPERATIONS AND AUTOMATED SYSTEMS - Requires basic knowledge of manufacturing systems. Industrial engineering course experience preferred. 

_____ EEAP 382 MICROPROCESSOR BASED DESIGN - Experience with C and linux. Some knowledge of hardware design. 

GRADUATE COURSES 

_____ ESCI 401 DIGITAL SIGNAL PROCESSING - Requires basic background in digital signal processing, digital filters, z-transforms, etc. 

_____ ESCI 416 OPTIMIZATION THEORY AND TECHNIQUES - Requires basic background in optimization and linear algebra. 

_____ ECES 420 COMPUTER SYSTEM ARCHITECTURE - Requires background in digital logic and computer architecture. 

_____ ECES 433 DATABASE SYSTEMS - Requires background in databases including experience with >industrial databases such as Oracle. 

_____ EEAP 484 COMPUTATIONAL INTELLIGENCE I - Requires background in programming, neural networks, genetic algorithms, etc. 

_____ ECES 491 INTELLIGENT SYSTEMS I - Requires background in expert systems 
REGISTRATION

Please complete all sections of the Course Selection Form.  If you register past Late Registration you will be responsible for the $25 late fee.  The late registration dates are located at

http://www.cwru.edu/provost/registrar/calendar.htm
There is a $5 activity fee charged to all graduate students each semester.

DROP/ADD PROCEDURES

If you wish to change a course or drop one of your courses, you must do so during the drop/add period indicated on the academic calendar at http://www.cwru.edu/provost/registrar/calendar.htm Drop/Add forms are available in Glennan 715.

WITHDRAWAL POLICY

Students who discontinue all studies for the semester (even if only enrolled in one course) must submit a withdraw for the semester.  Complete withdrawals will result in a “WD” grade on the student’s academic record.  Tuition charges for the semester will be calculated as a percentage of the tuition rate based upon the number of weeks in session.

The official date of withdrawal is the date that the form is received in the University Registrar’s Office.  Non-attendance does not constitute official notification of a student’s withdrawal.  The university withdrawal dates are located at http://www.cwru.edu/provost/registrar/calendar.htm 

PLANNED PROGRAM OF STUDY

Each student must complete the Planned Program of Study to review with his/her academic advisor based on the proposed list of technical electives and their specific area of interest.  You must complete the Program of Study by the end of your first semester.  Your Program of Study can be modified in consultation with your advisor by filing a revision form (see attached sample).  However, your Program of Study must agree with your actual courses taken before graduation.

LEAVE OF ABSENCE

Students undertaking graduate work are expected to pursue their studies according to a systematic plan each year whether registered for full or part-time study.

Occasionally a student finds it necessary to interrupt his or her studies before completion of the graduate program. Under such circumstances the student must request in writing a leave of absence for a period not to exceed one calendar year. This request must be submitted to the dean of graduate studies with the written endorsement of the student's academic department. During a leave of absence the student must avail himself or herself of neither aid from faculty members nor use of the facilities of the university. A leave of absence does not extend the maximum time permitted for the completion of degree requirements. At the expiration of the leave the student must resume registration unless formally granted an extension. A student who fails to obtain a leave of absence, or who fails to register following an official leave, must petition the dean of graduate studies for reinstatement in order to resume work as a student in good standing at the university. (Also see "Readmission," above.)

A doctoral student who is granted a maternity or paternity leave of absence related to infant care will receive an extension of the five-year time limit associated with completion of the doctorate. The length of the extension will correspond to the length of the leave.

International students must check with the Office of International Student Services before petitioning for a leave of absence, as such a leave can affect their visa status.

QUALITY-POINT AVERAGE REQUIREMENT
A minimum cumulative quality-point average of 2.75 in all courses taken for credit in a master's degree program (excluding those with the grade of S or P) is required for the award of the degree.  A minimum cumulative quality-point average of 3.00 in all courses taken for credit as a graduate student at Case Western Reserve University (excluding those with the grade of S or P) is required for award of the doctoral degree.  Please note: These are Graduate School requirements.  EECS Department requirements are higher.

REGULATIONS BY HIGHER AUTHORITY

Regulations by higher authority, not reproduced here, are the Academic Regulations of the School of Graduate Studies, which are applicable to all advanced degree students. For Ph.D. students in the School of Engineering, the Specific Requirements for the Ph.D. Degree of the Graduate Program in Engineering are also applicable. (See the current University Bulletin.)

TEXTBOOKS

You may purchase your textbooks from the CWRU Bookstore located in Thwing Center on Euclid Avenue.  You may call the bookstore directly with any specific questions about required texts and materials at (216) 368-6782.

STUDENT IDENTIFICATION CARDS

Student Identification Cards can be obtained from the Office of Access Services once you are a registered student.  Access services is located in the basement of Crawford Hall.

PERSONAL SAFETY PRECAUTIONS

CWRU takes special precautions to assure that all students’ personal safety and security, especially during the evening hours.  All parking lots in the vicinity of the School are patrolled by the University Circle police until midnight.  Please call 368-3333 or extension x3333 from any campus phone if you would like a personal escort to your car, bus, Rapid station or dormitory in the evening hours.  Allow 15 minutes for the escort service to arrive at your building.

GRADUATE STUDENT SENATE
Students of the School of Graduate Studies are represented by the Graduate Student Senate (GSS) consisting of students elected from each department that offers graduate programs. The officers of the senate are elected by the graduate student senators, who also select graduate student representatives to the University Faculty Senate and various campus committees.  Please consult Graduate Program coordinator Beth Fuller for your graduate student representatives.

CWRUnet
CWRUnet is a state-of -the-art high-speed fiber optic campus-wide local area computer network which interconnects laboratories, faculty and student offices, classrooms, and student dormitories at CWRU. CWRUnet is one of the largest fiber-to desktop networks anywhere. The data portion of the cabling is 100% fiber, so that with appropriate optoelectronics and software, it is possible to attach devices, including high performance workstations and associated print and file servers to CWRUnet. The network is currently (May 1966) being upgraded to ATM running at 155 Mbps (OC-3). Through this network, users have access to a variety of on-campus and off-campus resources . It allows Internet access for all machines on campus. Access to major programming languages and application packages is available over the network. On line databases such as EUCLID (the University Libraries' circulation and public access catalog), and CD-ROM based dictionary, thesaurus and encyclopedias are available. Many regional and national institutional library catalogs are accessible over the network as well. 

RESEARCH ACTIVITIES
The faculty of the department actively conduct research in the areas described below. Students pursue their thesis research under the supervision of a faculty member who is a recognized authority in his ﬁeld. Support for thesis research comes from a related research project or program under the direction of the faculty. For further information on research opportunities, the department chairman should be contacted.

Applied Artiﬁcial Intelligence

Beer, Branicky, Ernst, Merat, Pao

The active on-going research in artiﬁcial intelligence is both basic and applied. The basic research develops large classes of problems, while the applied research produces high quality solutions to particular problems, e.g., an expert system for a particular industrial application. Much of the AI research is coordinated by the Center for Automation and Intelligent Systems Research (CAISR), an interdisciplinary research center at CWRU, which fosters links with related research efforts at the University, such as computer vision and robotics.

Automation, Sensing, Actuation and Machine Intelligence

Beer, Branicky, Merat, Newman, Pao, Phillips

Research activities include: neural network applications; pattern recognition; artiﬁcial intelligence; process automation; intelligent machine tool control; in-process gauging and control; adaptive learning methods applicable to robotics; system identiﬁcation and adaptive control; intelligent control; the application of artiﬁcial intelligence to robotics systems and manufacturing; compliant control of robotics systems; non-contact inspection of production quality; machine vision for robotics applications; agile manufacturing systems; machine vision and image processing; rapid prototyping of computer-generated 3-D objects in engineering materials; computational intelligence, principles and applications; distributed computational intelligence in network client/server mode; computational intelligence and associative memories.

Circuits, Signal Processing, and Computer-Aided Design (vorlon.ces.cwru.edu/MSIC/)
Garverick, Loparo, Buchner, Merat, Young, Papachristou, Saab

Research activities include: neural network signal and information processing, wavelets, biomedical signal processing, image processing, mixed-signal integrated circuit design, CMOS integrated circuit design, physical device models. 

Computational Neuroscience and Autonomous Robotics 

Beer

(http://vorlon.cwru.edu/~beer/group.html)
Using computer simulation and theoretical analyses of models of complete neural/body/environment systems, this research pursues two objectives. First, it seeks to better understand the neural mechanisms of behavior in animals. Second, it seeks to apply biological control principles to the design of autonomous robots with the flexibility ad robustness of animals. The tools employed in this work include continuous-time recurrent neural networks, evolutionary algorithms, and dynamical systems theory. This research is highly interdisciplinary, and includes collaborators from the Dept. of Biology and the Dept. of Mechanical and Aerospace Engineering.

Control Applications

Branicky, Lin, Loparo

Topics include: (1) The development of anti-lock braking systems using fuzzy logic control methods; (2) Development of methods of automotive control and computer assisted tools for engineering analysis and design (e.g., development of computer based tools for system level failure mode effect analysis); (3) Developing technology for advanced power train, energy management, sensing and control strategies for electric vehicles; (4) the use of methods of control engineering to solve problems involving industrial and manufacturing processes.

Control And Filtering Theory

Branicky, Buchner, Lin, Loparo

Topics include: (1) nonlinear control theory work addressing questions regarding the behavior, stability and control of dynamic systems that are inherently nonlinear in the relationships between their inputs, outputs, and internal states; (2) stochastic control theory work involving the study of the behavior, stability and control of dynamic systems that possess a element of randomness in their operation over time; (3) stochastic ﬁltering theory work, investigating the extraction of information about internal variables of a system on the basis of (possibly noise corrupted) measurements of system outputs.

Database Systems

G. Ozsoyoglu, M. Ozsoyoglu, Sahinalp

This research area focuses on performance issues in relational databases, database query processing and distributed database query processing, ﬁle allocation in distributed databases, database design, object-oriented databases, statistical database security problems, and relational interfaces for non-relational databases.

Design Methodologies and Design Automation

Papachristou, Saab

This research area is concerned with the development of behavioral and structural level design methodologies and tools for the creation of VLSI-based systems and for multiple-processor architectures. Central to this work is the continued development of a third-generation design automation system for VLSI.

Electromagnetics, High Frequency Communications and Devices

Hazony

Research activities include: electromagnetic propagation and scattering, multiple-wavelength optical communications systems, integrated optics, optical ampliﬁers, wavelength filters, including acoustic-optic ﬁlters and wavelength routing switches for wavelength-division multiplexed systems; design, analysis and modeling of high-frequency semiconductor devices and circuits, high frequency acoustic circuits, generation and detection of extremely sharp pulses, in situ monitoring in aggressive environments.

Fault Detection And Diagnosis

Loparo, Buchner

Research combining advanced theoretical topics with solutions to industrial problems of high relevance and economic importance. Topics include: (1) the detection speciﬁc identiﬁcation of failure events in systems and, when possible, the detection of incipient failures, through the use of nonlinear ﬁltering of measured system inputs and outputs; (2) the use of nonlinear dynamics and chaos theory for failure detection: the use of chaos concepts and other advanced model-based methods for vibration signature analysis.

Global Systems Analysis and Sustainable Development

Mesarovic, Sreenath

This research addresses one of the most challenging tasks of systems science and systems engineering, i.e., to understand the world as a system and develop methods to assess the evolution of the system. In order to advance understanding of the global system, two principle obstacles are being addressed: complexity by using a multi-level, hierarchical architecture and uncertainty by interactive human/computer reasoning support process. The focus of the research is on interaction between global issues which represents a distinguishing characteristic of the global future (referred to as the global problematique). A range of issues are considered-from demographic transition and aging to carrying capacity, prospects for global climate change, impact of ﬁnancial markets on development, etc. 

Collaborative research with a global network of universities is underway through the UNESCO Global-problematique Education Network Initiative(Genie). The Network is made up of ﬁfteen universities from countries around the world strategically select in order to provide a global coverage. Joint research with member institutions is conducted via the Internet. The research ranges from modeling and methods of complex systems analysis under true uncertainty analysis of speciﬁc issues such as global coordination of greenhouse gas emission reduction policies, water resources and health carrying capacity of Africa, etc.

Identiﬁcation And Adaptive Control

Lin, Loparo, Phillips

Research directed towards speciﬁc application problems and the development of new theory. Topics include: (1) adaptive control of nonlinear systems, adaptive control of multi-input, multi-output systems having unknown and time varying input-output delays; (2) predictive adaptive control of non-minimum phase systems and the development computationally efﬁcient methods of predictive control; (3) development and application of methods for real-time identiﬁcation of parameters for linear systems having unknown input-output delays, and for nonlinear systems.

Intelligent Systems-Neural Nets And Fuzzy Logic

Branicky, Loparo, Malakooti, Pao

The use of methods of ‘machine intelligence’ to accomplish control of systems. Particular topics of interest include: (1) the use of feed forward artiﬁcial neural nets to detect tool wear in parts machining processes, and to model load demand of electric power systems; (2) the use of fuzzy logic methods to attain anti-lock braking for automobiles, to control manufacturing processes and chemical processes, to detect events of gait in neuro-prosthetic systems that provide walking for paraplegics using electrical stimulation; (3) the analysis of combined discrete and continuous state ‘hybrid’ dynamic systems.

Mathematical Modeling And Systems Analysis Of Global Change Phenomena

Mesarovic, Sreenath

The use of mathematical modeling of global economic and physical phenomena, in conjunction with computer simulation, to develop alternative scenarios of the future. This work involves a determination of what changes are possible within an environmental system, on the basis of the structure of mathematical models that represent its behavior (or hypotheses about its behavior).

Optimization And Decision Theory And Methods

Chankong, Malakooti

Basic theoretical work and speciﬁc applications. Topics include: (1) Multi-objective optimization theory; (2) Algorithms for machine part formation problems; (3) Clustering algorithms for data compression; (4) Algorithms and tools for VLSI design; (5) Algorithms and methods for facility location and layout in manufacturing systems; (6) the use of systems analysis and decision theory methods to solve problems of the electric utility industry, such as quantiﬁcation of the implications of transmission constraints for generation costs and resource planning.; (7) methods for the design of magnetic resonance imaging (MRI) pulse sequences, for clinical MR images. to allow for the removal of motion artifacts (e.g., in images of the liver) and enhancements of images speciﬁc tissue types; (8) the application of systems analysis and decision theory methods to problems of information ﬂow and control in health care.

Semiconductor Materials and Devices

Garverick, Mehregany, Tabib-Azar, Young

Research activities include: design, modeling, fabrication, and testing of microsensors; microactuators and related microelectromechanical systems; micro-opto-mechanical devices including optical scanners and micro-optical switches and switch arrays; silicon carbide materials, processing, and device research; electronic devices in mobile communication circuits; microfabrication and integrated circuit process development.

Software Architecture and Design

Podgurski, White

The objective of this research is to develop, specify, and analyze prototypical or reference architectures for important families of software applications, such as those used in Internet commerce, manufacturing, biomedical control, and avionics, and to derive general principles and methodologies for architectural design of complex software systems.

Software Testing and Reliability

Podgurski, White

This research focuses on improving the quality of software. One approach to testing software: is to identify and correct defects. Another approach is to use statistical sampling techniques to assess software reliability

Ultrasonic Monitoring of Fatigue Specimens In-Situ

Hazony

The objective of this research is to monitor both the critical diameter and length of a fatigue specimen by beaming sharp ultrasonic signals through a specimen. This approach is preferred in aggressive environments and when mechanical measuring devices are not welcome. Experiments have shown that the method can be used for the detection and tracking of cracks which may or may not be visible.
FACILITIES
The department offers extensive facilities for the support of instructional and research programs and remains committed to providing state-of-the-art facilities for our students and faculty.  Due to the rapid changes in computer technology our goal is to upgrade our computer equipment on a three-year basis.  New facilities include a computer networking laboratory which will first be used for courses in Spring of 2001 and a laboratory to teach freshman programming using Lego™ robots.

We just completed a major renovation of what is known as the EECS Jennings Computing Center, which is located in Olin 404.  Unlike our other labs, the JCC is not intended for conducting lab classes.  It is a student resource open 24/7 for any member of the Electrical Engineering and Computer Science Department.  The installed software will allow students to complete homework for many of the courses we offer.  Students may also check e-mail and access the World Wide Web from here.

University computing resources (http://www.cwru.edu/computing.htm) Computing systems all over campus are interconnected by our high-speed optical fiber network.  This interconnectivity gives student and university machines access to the computing and information resources of the entire campus.  Typical machines (including student machines) are connected to CWRUnet using 10MB Ethernet and ATM connections.
For computer accounts and other computer related matters contact:

Ken Gottschall

krg3@po.cwru.edu
Phone: 368-2849

Office: Olin 414

The  department uses UNIX (primarily Sun workstations with a few Silicon Graphics machines) and Pentium-based Windows 2000 computer workstations for its educational and research labs. The  department maintains centralized file servers and administrative support for these machines which are physically located in many laboratories, primarily in the Olin, Glennan and Smith buildings and interconnected through CWRUnet.

CWRUnet: CWRUnet is a state-of-the-art high-speed ﬁber optic campus-wide local area computer network which interconnects laboratories, faculty and student ofﬁces, classrooms, and student dormitories at CWRU. CWRUnet is one of the largest ﬁber-to-desktop networks anywhere. The data portion of the cabling is 100% ﬁber, so that with appropriate optical electronics and software, it is possible to attach devices, including high performance workstations and associated print and ﬁle servers to CWRUnet. The network has been upgraded to ATM running at 155 M BPS (OC-3). Through this network, users have access to a variety of on-campus and off-campus resources. It allows Internet access for all machines on campus. Access to major programming languages and application packages is available over the network. On-line databases such as EUCLID (the University Libraries’ circulation and public access catalog), Lexus-Nexus™ and CD-ROM based dictionary, thesaurus and encyclopedias are available. Many regional and national institutional library catalogs are accessible over the network as well.

University Computing Resources (http://www.cwru.edu/computing.html)
Computer systems all over campus are interconnected by our high-speed optical fiber network.  This interconnectivity gives student machines access to the computing and information resources of the entire campus.  Typical machines (including student machines) are connected to CWRUnet using 10MB  Ethernet and ATM connections. 

Smith Computer Lab (A.W. Smith 103)

General purpose computer facilities for undergraduate instruction is provided by the Smith Laboratory which contains about 70 PCs, a number of Macintosh power PCs and ten SUN Sparc-5 UNIX workstations.  

Jennings Computer Center Labs (Olin 404)

Supported by an endowment from the Jennings Foundation, these labs provide our students with the education resources necessary both for their classes and to explore their interest in the art of computing.

20 Windows 2000 computers (including one with scanner)

18 SUN UNIX computers

Database and Multimedia Laboratory (Olin 503)

Primarily funded by NSF equipment grants, this laboratory provides specialized equipment for research into multimedia and database systems.

VLSI Design Laboratory (Olin 514)

Supported by the Semiconductor Research Corporation and industry, this laboratory has a number of UNIX workstations which run CAD software for VLSI design.  This laboratory is currently used to develop testing techniques for digital design.

Autonomous Robotics Laboratory (Olin 803)

Primarily funded by ONR and other federal sources, this laboratory has a number of computer workstations and robots which are used to conduct research into robotics, autonomous agents and biological simulation.

Electronic Circuits Lab (Glennan 308)

This laboratory has been primarily supported by the Hewlett-Packard Company and is the basic resource for students taking analog, digital and mixed-signal electronics classes.  All instrumentation in the lab is computer interfaced and students can even conduct some experiments from their dorm rooms.

Analog workstations - (http://vorlon.ces.cwru.edu/courses/engr210/lab.html)

Workstations with LabView software.  The workstations have HP-IB instrument interfaces connected to Hewlett-Packard 546xx oscilloscopes, 33120A Waveform Generators, 34401A Digital Multimeters, and E3631A power supplies.

Additional instrumentation includes a Hewlett-Packard 4155B semiconductor parameter, Hewlett-Packard 54616TC mixed-signal test stations, Hewlett Packard logic analyzers, and Hewlett-Packard high-frequency oscilloscopes.

Lester J. Kern Electromechanical Laboratory (Glennan 519A)

This laboratory (currently under rennovation) is used by students enrolled in EEAP 310 ELECTROMECHANICAL ENERGY CONVERSION, as well as for research in robotics and mechatronics. Laboratory facilities include: four (4) lab stations for demonstrating machine characteristics and basic steady-state and dynamic system performance, four (4) Sun SPARC UNIX workstations, and real-time data acquisition systems for interaction with lab experiments and control of machines

Lego™ Programming Laboratory (Olin 703)

This laboratory contains 20 Windows 2000 computers to teach Freshman Programming using Lego™ robots.  Also includes a small arena for testing the results of student efforts.

Networking Laboratory (Glennan 519B)

This laboratory contains 15 Windows 2000 computers, a CISCO router and CISCO hubs.  The intra-lab network is isolated from the campus network to allow live network experimentation without risk of damage to the campus network.

Process Control Laboratory (Olin 711)

This laboratory contains process control pilot plants, computerized hardware for process control and demonstration/research facilities. This wet lab has access to steam and compressed air for use in the pilot plants.

Dynamics and Control Laboratory (Olin 614)

Contains mechanical, pneumatic and electrical laboratory experiments for teaching and research purposes. This includes PLCs, motors and robotics systems.

Global Systems Laboratory (Olin 603)

This laboratory consists of various PC and Sun Sparc workstations containing databases from the UN, World Watch Institute, World Resources Institute, U.S. Government, etc., and policy and scenario analysis software.

Embedded Systems Lab (Olin 411)

Contains 12 SUN UNIX workstations used with Xylinx FPGA hardware and software.  

Digital Signal Processing Laboratory (Under development)

Process Diagnostics and Failure Mode Detection Laboratory (Under development)

Micro-electronic Device Modeling and Characterization Lab (Glennan 723)

Affiliated with our MicroFabrication Laboratory MFL, this laboratory is equipped with dc measurement capabilities for evaluating semiconductor device performance. Device modeling is done on Sun SPARC and HP workstations.

Integrated Circuit Design/Test Lab

 Equipped with PC design workstations, integrated circuit test station, and a variety of integrated circuit test equipment.

Integrated Optics Research Laboratory (Glennan 721B)

This research laboratory contains design facilities for integrated-optic devices; laser sources for multi-wavelength communication, RF and optical spectrum analyzers, optical ampliﬁers, integrated-optic device evaluation facilities, and a light-duty lithium niobate device processing lab.

Hans Jaffe Ultrasonics Laboratory (Glennan 708)

This laboratory is dedicated to the study and fabrication of specialized ultrasonic transducers. Facilities include pulsar receivers, specialized scopes, precision signal generators, and piezoelectric devices.

Center for Automation and Intelligent Systems Research (Glennan 210)

Supported in part by CAMP, Inc. through the State of Ohio’s Thomas Edison research center program, this educational and research center contains multiple laboratories including

Mechatronics Laboratory

Intelligent Systems Laboratory

Multimedia and Computations Intelligent Systems Laboratory

Control and Signal Processing Laboratories.

These laboratories are equipped with a diverse range of modern scientiﬁc and CAD workstations, computer controlled robots, materials handling devices, image processing and computer vision systems. These laboratories support research activities in robotics, agile manufacturing, multimedia internet applications to manufacturing, rotating machinery diagnostics, optical sensing and process control.

MicroFabrication Laboratory (http://mems.cwru.edu) (Bingham 316A)

This laboratory has been funded by many agencies including the State of Ohio and DARPA.  The MicroFabrication Laboratory (MFL)is a state-of-the-art clean room facility for the fabrication of microelectromechanical systems (MEMS) and microelectronic devices. The Class 100 facility supports the University’s strong interdisciplinary MEMS research program by providing on-campus fabrication capabilities for a broad range of research projects by investigators from a number of  departments within the university; it is also accessible by external organizations for prototype fabrication and R&D. The MFL offers a broad spectrum of micromachining processes, including bulk and surface micromachining, wafer bonding, and micro-molding. These capabilities are augmented by a 2-micron CMOS process for the fabrication of integrated microsensors/microactuators.

ELECTRICAL ENGINEERING GRADUATE PROGRAMS

The EE program offers graduate programs leading to the Master of Science and Doctor of Philosophy degrees. The programs are comprehensive and basic, emphasizing four major areas in which the faculty are actively engaged in research: (1) automation, sensing, intelligence and actuation; (2) solid state electronics; (3) electromagnetics, high frequency communications and devices; and (4) Circuits, Signal Processing, and Computer-Aided Design. Academic requirements for graduate degrees in engineering are as specified for the Case School of Engineering in this bulletin, however, some exceptions are noted below. All current rules and regulations for this program are detailed in a graduate student handbook, available from the department graduate office, which supersedes any rules contained here. A number of research assistantships are available, on a competitive basis, for the full support of qualified students.

MASTER OF SCIENCE
Each Master of Science candidate must complete a minimum of 27 credit hours of course work, which may include a maximum of one approved non-core 300-level course, beyond the B.S. degree. These credits may be distributed in one of two ways. Under Plan A, the typical program, the student takes at least 18 credit hours of approved course work (six courses) and completes a minimum nine-credit-hour M.S. thesis. A second option, Plan B, which is subject to the advisor's approval, requires 21 or 24 credit hours of approved course work and completion of a six or three-credit hour project. All M.S. students are required to submit a program of study, for approval by the advisor, the department chairman, and the dean of the Case School of Engineering, no later than the beginning of the second semester (third semester for part-time students). (Occasionally students may be required to take additional courses for background expansion.) A minimum grade point average of 3.2 is required to complete the degree. 

DOCTOR OF PHILOSOPHY
The Doctor of Philosophy degree program requires completion of 18 credit hours of course work (400 level or above) beyond that required for the M.S. degree, achievement of a passing grade on the Ph.D. qualifying examination, and completion of an 18-credit-hour comprehensive research dissertation.  Students in the Ph.D. program must submit a program of study for approval by the advisor, the department chairman, and the dean of the Case School of Engineering, by the beginning of the second semester following admission to the program. A minimum grade point average of 3.5 is required to complete the degree. The courses must be chosen so that, including those taken for the M.S. degree, the following distribution requirement is satisfied.

DEPTH COURSES
A minimum of 18 credit hours of courses directly related to the student's research specialization. (These are usually, but not necessarily Electrical Engineering and Applied Physics Program courses.)

BREADTH COURSES
A minimum of 12 credit hours of approved courses not directly related to the research specialization. These may include courses chosen from any of the engineering departments as well as the Department of Physics. 

MATHEMATICS COURSES
A minimum of six credit hours of approved graduate-level mathematics courses.

ADMISSION TO PH.D. CANDIDACY
Admission to candidacy for the Ph.D. degree requires completion of the M.S. Degree or its equivalent and achievement of passing grades on the EE Program's written comprehensive examination. The comprehensive examination covers material at an advanced undergraduate level. 

The comprehensive exam should be taken before completing 12 credit hours of Ph.D. course work.

A second stage requires a research examination to be taken before completing 12 credit hours of Ph.D. thesis. The Research examination is taken not later than the end of the semester of first Ph.D. dissertation registration, and it is often a thesis proposal which assesses preparation for research at the Ph.D. level.  The engineering program expects Ph.D. students to be in residence for at least one academic year.

English competency, required of all Ph.D. candidates, is assessed by the written proposal for thesis research and the oral presentation for this exam.  Students whose mastery of English is found lacking will be required to satisfy this requirement by further remedial English course work. 

SUMMARY OF (MOST) EEAP M.S. REQUIREMENTS:

· Plan of study required before the completion of 9 credit hours.

· 3.2 minimum GPA.

· No D, F, or I grades and no more than one C grade for courses on the plan of study.

· Minimum credit hour requirements: 

	
	Plan A(1)
	Plan B(1)
	Plan B(2)

	total credit hours 
	27
	27
	27

	formal course hours (No 601)
	18
	21
	24

	min. thesis or project hours
	9
	6
	3

	EEAP credit hours
	21
	21
	21

	credits above 400:  
	24
	24
	24

	(max below 400)
	3
	3
	3


· Written thesis or project report.

· Final thesis defense or project defense (notify all EECS faculty and post announcements).

SUMMARY OF (MOST) EEAP PH.D. REQUIREMENTS:

· Plan of study required before the completion of nine credit hours.

· 3.5 minimum GPA.

· Residence requirement:  Two consecutive semesters in residence.

MINIMUM CREDIT HOUR REQUIREMENTS:
· 18 credit hours of formal course work beyond the M.S. (EEAP 601 is not acceptable)

· 12 credit hours breadth (selected from M.S. and Ph.D. courses)

· 6 credit hours mathematics (selected from M.S. and Ph.D. courses)

QUALIFYING EXAMINATION:

Qualifying exam must be taken before completing 12 credit hours of Ph. D. coursework.  You will have at most two opportunities to pass.

Registration for EEAP 701 may begin the semester during which the student first takes the qualifying exam (see Graduate School restrictions on 701 registration).

RESEARCH ORAL EXAMINATION:
Research oral exam must be taken before completing 12 credit hours of research work  (notify all EECS faculty and post announcements).

Presentation to the examining committee every six months after the research oral exam.

FINAL DISSERTATION DEFENSE:
Final Dissertation Defense is the last examination before obtaining the Ph. D. and it is usually taken after the successful completion of the research subject in consultation with the primary faculty adviser (notify all EECS faculty and post announcements).

REQUIREMENTS FOR THE Ph.D. DEGREE

RESIDENCE REQUIREMENTS
(see General Bulletin-Residence Requirement.)  

The EE program expects Ph.D. students to be in residence for at least one academic year.

PH.D. QUALIFYING EXAMINATION
Due to our recent merger, the Qualifying Exam rules and format are being revised, the specifications below comprise the former EEAP rules.  While revised rules are forthcoming, they should be similar to those below.  

The Qualifying Examination is a general examination that places emphasis on a student's ability to reason, formulate and solve problems, and apply basic engineering and analytical skills.  A student may not register for EEAP 701 until the semester during which he/she first takes the qualifying exam.  The following rules pertain to this examination:

1.
A student must take the Ph.D. Qualifying Exam before completing 12 credit hours of Ph.D. coursework.

2. 
A student has at most two attempts to pass the Ph.D. Qualifying Exam (a second attempt can be made upon recommendation by the faculty).

3.
A student must have at least one semester of full-time graduate course work, or equivalent, before taking the examination.  The Qualifying Examination will be given once each year in the Spring.  Continuing M.S. students must take the exam within one year upon completion of the M.S. degree.  Incoming Ph.D. students must take the exam during their first year. 

4.
Students must sign up to take the qualifying exam and choose their elective areas at least three weeks prior to the date of the exam.

5. 
Preparation for the Qualifying Exam: Some students enter the graduate program from disciplines other than Electrical Engineering and remedial coursework will be recommended to precede their first attempt at the qualifier.  Others who take the exam and do not pass in their first attempt may receive a list of appropriate courses which are recommended as remedial preparation.  This will be monitored by the research advisor.

6. 
The qualifying examination will consist of two parts:


Part I: Students must select four out of the following seven areas for the written portion of the Qualifier:



(a) E & M



(b) Circuits



(c) Signals/Systems



(d) Control



(e) Communications



(f) Computer Systems



(g) Semiconductor Electronic Devices & Fabrication


Part II: Students must make an oral presentation of their up-to-date research or a research area that that they have an interest in working on during their Ph.D. study.  This oral presentation should be at least thirty (30) minutes long and the student should be well prepared to answer questions by faculty in attendance.

7. 
Textbooks corresponding to each area will be selected (one or two books in each field).  Examination problems will be limited to materials contained in the selected books.

8.
The examination should be given on two consecutive days with two 4 hour sections.

9.
All questions will be of a fundamental nature and at an advanced CWRU undergraduate level.  Emphasis will be on understanding the material and applying it to fundamental problem solving.

10.
Sample problems from previous exams are available.  Request for these may be made in room 715.

11.
Neither the examination grades nor the graded problems are made available to 
the examinees unless petitioned to the EECS Graduate Policy Committee.

12.
The exam is closed book.  Students may prepare one page (8.5" x 11") of notes for the exam (1 page total).  These notes and a calculator are the only materials which may be used during the exam.
SYSTEMS AND CONTROL ENGINEERING GRADUATE PROGRAMS
Graduate programs in Systems and Control engineering include the following areas of concentration: control theory (adaptive control, stochastic filtering and control, nonlinear control), optimization and decision theory (multi-objective and large scale system theory), control of industrial and manufacturing systems (facilities layout, flexible manufacturing), biomedical control system design and analysis (control of neural prostheses, automatic control of therapeutic drug delivery), energy systems (power distribution and production planning, load forecasting), and global and environmental system analysis and control. 

APPLICATION TO THE Ph.D. PROGRAM

In addition to the pre-admission examination requirements, the normal requirements for the Ph.D. program include a completed masters degree in any of the engineering disciplines, Computer Science, Systems Science, Mathematics, Physics, Operations Research, or Economics.

Admission to the Ph.D. program is not automatic upon completion of a Master's degree in the department.  After the student has completed the requirements for the Master's degree and has indicated a desire to continue in the department for a Ph.D., he or she must be accepted by a vote of the graduate admissions committee in order to be admitted to the Ph.D. program.

FACULTY ACADEMIC ADVISORS

Upon arrival, each graduate student is assigned a temporary faculty academic advisor to assist in the initial planning of his/her Program of Study.  This is a temporary assignment made by the EECS Admissions Committee.  It is suggested that each student meet with many faculty members in the Department to discuss academic and research objectives and goals.  Before the completion of the semester of enrollment in a graduate degree program in the department, the student must then identify a tenure track faculty member who is willing to serve as the student's permanent faculty academic advisor.

MASTER OF SCIENCE DEGREE REQUIREMENTS

The Department offers the Master of Science in Systems and Control Engineering through two paths: Plan A (thesis) and Plan B (project).

M.S. PROGRAM OF STUDY

Each M.S. Student shall, in consultation with his/her faculty academic advisor, submit a Program of Study to the Department Graduate Studies Committee.  The Program of Study should be updated as changes are made (with approval of the faculty academic advisor and the Associate Chairman for Graduate Studies).  The Program of Study must be approved prior to the second semester of study.

Should a student desire to change his /her faculty academic advisor, a Change of Advisor form and a new Planned Program of Study must be submitted and approved.

The student must obtain the approval of his/her faculty academic advisor each semester, prior to registration.  Registration will not be permitted if an approved Program of Study is not on file with the Graduate Program Coordinator.

PLAN A (THESIS) MASTERS PROGRAM

It is recommended that students who plan to pursue the Ph.D. Degree use Plan A for their M.S. Degree.  A student following the Plan A (Thesis) program for the M.S. Degree must complete 18 credit hours of course work, and must enroll in at least nine credit hours of ESCI 651 (Master’s Thesis).  At most three credit hours can be at the 300 level.  No credit hours within the approved Program of Study can be below the 300 level.  The student must maintain a minimum cumulative grade point average of 3.00 at all times and must graduate with a GPA of at least 3.25 for all courses within the Program of Study.

University rules require that, once M.S. Thesis (ESCI 651) registration has been initiated, the student must enroll for at least 3 credit hours of ESCI 651 during each spring and fall semester, until nine credit hours has been achieved.  After this time, the student must enroll in one credit hour per semester until completion and successful defense of the M.S. Thesis.

Before beginning enrollment in ESCI 651, a faculty member must agree to serve as the student’s faculty research advisor.  The faculty research advisor will supervise the student’s research and assign grades for the students ESCI 651 work.  To act in this capacity, a Faculty member holding a Research Professor, Secondary or Adjunct Faculty appointment in the Department must be approved by the Associate Chairman for Graduate Studies.  When the faculty research advisor is a tenure track faculty in the Department, then this individual will also serve as the faculty academic advisor.

The faculty academic advisor shall be responsible for forming an M.S. Thesis guidance committee which shall consist of the student’s faculty academic advisor, the student’s faculty research advisor and additional faculty members, as recommended by the student’s academic advisor and approved by the Associate Chairman for Graduate Studies.  The minimum number of faculty members on the M.S. Thesis committee is three, with at least two members having a primary appointment as a tenure track faculty member in the Program.  The chairperson of the thesis committee is normally the candidate’s faculty academic advisor.

The M.S. Thesis committee must meet at least once per year, with the student, to review research progress.  The result of these meetings will be reported to the Department Graduate Studies Committee.  The M.S. Thesis must be defended in an oral exam, conducted by the student’s thesis committee.  This defense also serves as the comprehensive examination.

Plan B (Project) Masters Program

A student following the Plan B (Project) program for the M.S. Degree must complete 27 credit hours, which should including at least 21 hours of course work.  In addition, the student must complete a project and register for three to six credit hours of Special Projects (ESCI 621).  At most six credit hours can be at the 300 level.  No credit hours within the approved Program of Study can be below the 300 level.  The student must maintain a minimum cumulative grade point average of 3.00 at all times and must graduate with a GPA of at least 3.25 for all courses within the Program of Study.

The M.S. Project must culminate in a written report and oral presentation to at least three faculty members, one of whom must be the student’s faculty academic advisor.  The project must also be approved by the Associate Chairman for Graduate Studies.  The project report and presentation, together with the courses taken by the student, fulfill the comprehensive requirement.

B.S./M.S. Program

B.S./M.S. Students can follow either Plan A or Plan B of the M.S. Program.  Up to nine credit hours of the B.S. Program course requirements can be replaced with credit hours within the M.S. Program of Study.  B.S./M.S. Students whose B.S. Degree is in Systems and Control Engineering can replace Senior Design Project (ESCI 398/399) with M.S. Thesis (ESCI 651) or Special Projects (ESCI 621).

Ph.D. Degree Requirements

In order to successfully complete the Ph.D. Degree Program, a student must satisfy the following requirements:

•
Select a designated dissertation subject area

•
Have a faculty academic advisor and a faculty research advisor

•
Have an approved Program of Study

•
Fulfill all course Ph.D. Course Requirements

•
Successfully complete the Ph.D. Qualifying Examination Process

•
Have a Ph.D. Dissertation Committee

•
Successfully complete the Ph.D. Proposal Defense

•
Fulfill the Ph.D. Residency Requirement

•
Successfully Complete and Defend the Ph.D. Dissertation

•
Submit the appropriate copies of Ph.D. Dissertation and Complete Administrative Requirements of the Department, The Case School of Engineering or CWRU.

Each of these is described below.  Attainment of Ph.D. Candidacy status occurs after the student has successfully passed the Ph.D. Qualifying Exam and the Ph.D. Program of Study has been approved by the department and the Dean.

Dissertation Subject Area

Graduate courses offered by the Program can be divided into three subject area groups.  These are:

•
Control Theory and Automation Engineering

•
Systems Analysis and Decision Theory

•
Manufacturing and Industrial Systems Engineering

Selection of the dissertation subject area is required along with approval of the Program of Study.  This Program of Study must comply with the Ph.D. Course requirements described below, and must be approved.  The dissertation subject area determines which courses can be used to meet the breadth requirements of the Ph.D. Curriculum.

Faculty Research Advisor

Before beginning formal enrollment in dissertation research (ESCI 701), a faculty member must agree to serve as the student’s faculty research advisor.  The faculty research advisor will supervise the student’s research and assign grades for the students ESCI 701 work. To act in this capacity, a Faculty member holding a Research Professor, Secondary or Adjunct Faculty appointment in the Department must be approved by the Associate Chairman for Graduate Studies.  When the faculty research advisor is a tenure track faculty in the Department, then this individual will also serve as the faculty academic advisor.  

Dissertation Committee

The faculty academic advisor shall be responsible for forming a Ph.D. Dissertation guidance committee, which shall consist of the student’s faculty academic advisor, the student’s faculty research advisor and additional faculty members, as recommended by the student’s academic advisor and approved by the Associate Chairman for Graduate Studies.  The minimum number of faculty members on the Ph.D. Dissertation committee is four with at least two members having a primary appointment as a tenure track faculty member in the Program.  One member must have a CWRU tenure track or research faculty appointment outside of the Program.  The chairperson of the dissertation committee is normally the candidate’s faculty academic advisor.

The Ph.D. Dissertation committee must meet at least once per year with the student, to review research progress.  The results of these meetings will be reported to the Department Graduate Studies Committee.  The Ph.D. Dissertation must be defended in an oral exam conducted by the student’s dissertation committee and the student must make an announcement to all EECS Faculty prior to the defense.

Ph.D. Course Requirements

The Program of Study for a Ph.D. Student must meet the following minimum course requirements beyond the B.S. Degree:

1.
Subject Area Requirement: At least six courses within the student’s dissertation subject area.  The selection of these courses should be done with the guidance from the student’s faculty academic advisor. 

2.
Breadth Requirement: Four additional courses that are not directly within the student’s dissertation subject area.  At least two of these courses should be from outside the department.  These courses satisfy the requirement for breadth in the student’s program of study.

3.
Mathematics/Basic Science Requirements: A minimum of two courses in mathematics or basic sciences.

4.
The total number of courses in the Program of Study should be at least 12 (twelve).

5.
With approval of the Academic Faculty Advisor and the Associate Chairman for Graduate Studies, these courses may include ones taken at other institutions.

6.
At least six credit-hours of the courses in the Ph.D. Program of Study must be advanced graduate level (500 level) courses offered by the department.

7.
Courses that are dual listed as undergraduate and graduate courses (300/400 dual listing) cannot be used in the Ph.D. Program of Study.

8.
In addition, the student must complete at least 18 hours of Ph.D. Dissertation research credits (ESCI 701).

The Ph.D. Student must complete the CWRU courses in their approved Program of Study with a cumulative grade point average of 3.25 or greater.

Ph.D. Proposal Exam

After passing the Qualifier and being admitted to the Ph.D. Candidacy, the Ph.D. Candidate is required to pass a Thesis Proposal Exam on a timely basis, generally within six months after being admitted to candidacy.  This exam shall be administered by the student’s guidance committee and consists of a written thesis proposal and an oral presentation of the proposed dissertation research.  The oral presentation will include answering questions on the proposal and questions on related topics as deemed appropriate by the student’s Ph.D. Committee.  The written thesis proposal must be received by the committee members at least ten days before the date scheduled for the oral exam and presentation.  The Thesis Proposal Exam, the Ph.D. Research, the final oral thesis defense and all other requirements in the student’s Ph.D. Program of Study must be completed within five years after the student is admitted to the Ph.D. Candidacy.

To remain in good academic standing in the Program, a student is required to pass the Ph.D Qualifying Exam within the time constraint stipulated above, and the Thesis Proposal Exam within six months after being admitted to the Ph.D. Candidacy.  If applicable, failure to pass the Thesis Proposal Exam within six months after being admitted to the Ph.D. Candidacy will result in discontinuation of any financial aid to the Ph.D. Candidate is receiving or scheduled to receive from any source within the department.

Ph.D. Residency Requirement

The doctoral residency requirement is intended to insure a period of intensive academic interaction with faculty and peers and of sustained independent research. 

Graduate students are considered to be in residence when they are fully engaged in academic work. As resident students they may teach at the university, take graduate courses, assist in course development, and engage in research or in other scholarly activities at the university.

Regardless of the nature of the work, the student's regular presence at the university is expected during fulfillment of the residency requirement. 

Fulfillment of residency by all engineering Ph.D. candidates will be certified by their research advisers and the Associate Chairman for Graduate Studies based on an assessment of active, concentrated involvement for a period of two consecutive semesters during their pursuit of the doctorate. 

The Ph.D. Dissertation committee must meet with the student at least once per year to review research progress.  The results of these meetings will be reported to the Department Graduate Studies Committee.

APPEALS

Any decision by an academic advisor, thesis committee, Graduate Studies Policy Committee or Associate Chairman for Graduate Studies may be appealed, in writing, to the Department Chair who shall present the appeal, with his/her recommendations, to the faculty at its next regular faculty meeting.  The faculty’s decision shall be final.

COMPUTER ENGINEERING AND SCIENCE GRADUATE PROGRAMS
The programs in computer engineering and computing and information sciences are similar in that they each require a strong background in both computer hardware and software, as well as a substantial amount of “hands-on” experience. The programs differ in that engineering is based mainly in physical sciences, while computer science is more strongly based in mathematical sciences as applied to more abstract notions such as properties of programming languages, analysis of algorithms, complexity considerations, and proof of correctness. The program believes that the success of its graduates at all levels is largely due to the emphasis on project and problem-oriented course material coupled with the broad-based curricular requirements.

Doctoral dissertations must be original contributions to the existing body of knowledge in computer engineering and science.

PROGRAM LIBRARY
A CS/CS program library contains technical reports from many other universities in the U.S. and Canada. There are also additional proceedings and textbooks, together with departmental M.Sc. theses and Ph.D. dissertations.

M.S. DEGREE REQUIREMENTS
The program offers a Master of Science in Computing Information and Sciences and a  Master of Science in Computer Engineering.  It also participates in the Practice Oriented Master’s Program, leading to the Master of Engineering degree.  This section pertains only to the Master of Science in Computing and Information Sciences. 

There are two degree plans, Plan A and Plan B.  Plan B is normally restricted to part-time students who are otherwise working full-time or students in the 5 year MS/BS program.  Any student choosing Plan B must petition the Department Chairman at least two semesters before the planned graduation.  In Plan A, at most three (3) hours of course work at the 300 level can appear on the student’s Program of Study.  Any 300 level courses must be approved by the student’s advisor before signing up for the course.

All M.S. students must have a minimum grade point average of 3.2 at the time of graduation.  The grade point average will be computed from all courses on the student’s program of study carrying quality points.

PLAN A

All Plan A students must complete 18 credit hours of course work and must sign up for a minimum of 9 credit hours to write a thesis (ECES 651).  The thesis must be defended in an oral examination, which also serves as a comprehensive examination.  Students who plan to eventually pursue the Ph.D. degree must use Plan A.

The examination committee for M.S. thesis shall consist of three faculty members, at least two of whom should be members of the programs of Computer Engineering and Science.  Students who work on theses supervised by someone other than a program faculty member must also have a program faculty advisor whom they keep informed of their progress.

PLAN B

Students selecting this plan must complete 27 credit hours, which should include at least 21 hours of course work.  In addition, they must complete a project and register for three to six hours of Advanced Projects Laboratory (ECES 602).  The project must culminate in a written report and an oral presentation to at least three faculty members plus approval by the Chair of the Department.  The project report and presentation together with the courses taken by the student fulfill the comprehensive requirement.

COMPUTING BREADTH REQUIREMENT

Candidates for the M.S. in Computer and Information Science degree are required to be knowledgeable in the following fundamental areas:


Computer Architecture and Hardware (ECES 420) or Operating systems 


(ECES 423) 

and


Analysis of algorithms (ECES 454)

Candidates for the M.S. in Computer Engineering are required to be knowledgeable in the following fundamental areas:

Computer Architecture (ECES 420)  and Analysis of Algorithms (ECES 454).

The fundamentals requirement can be met in one of two ways:

The student may take the course which is associated with a particular area and obtain a grade of B or better.  

The student may take a comprehensive exam for the course, when he or she is not enrolled in the course, and pass with a B or better.


Students who have C or lower in courses required by the fundamentals requirement have to retake these courses and get a grade of B or better or take the appropriate comprehensive exam, when not enrolled in the course, and get a grade of B or better.

Ph.D. DEGREE REQUIREMENTS
1.
REGULATIONS BY HIGHER AUTHORITY

Regulations by higher authority, not reproduced here, are the Academic Regulations of the School of Graduate Studies, which are applicable to all advanced degree students. For engineering degree candidates, the Specific Requirements for the Ph.D. Degree of the Graduate Program in Engineering are also applicable. (See the current University Bulletin.)

2.
Ph.D. REQUIREMENTS

Each student must satisfy the following requirements:

Proposal Defense

Comprehensive Ph.D. Exam

Mathematics Competence

Breadth and Science Requirement

Dissertation and Dissertation defense

All programs must contain at least 36 hours of courses past the B.S. of which no more than 9 hours can be 300 level courses. Two of the courses must be in a basic science or Mathematics. A minimum of 12 hours must be in courses outside the student's thesis area. A student must have attained a minimum 3.25 grade point average (GPA) at the time of graduation. The minimum GPA is calculated based on all courses in the student's Planned Program of Study that carry quality points.

Students should consult their faculty advisors in order to ensure that the balance of their Ph.D. course work constitutes a coherent program of study.

3.
ADMISSION

Students are recommended to the Dean of Graduate Studies for admission to the graduate program by the Graduate Admissions Committee of the Department. The normal requirements are a Bachelor's degree in Computer Science, or in Computer Engineering.

Graduate students shall be admitted to the Ph.D. program by the Graduate Studies Committee of the Department. The normal requirements for admission to the Ph.D. program are a Plan A Master's degree or equivalent in computer engineering or science (or equivalent) and fluency in written and spoken English. Outstanding students may be admitted directly to the Ph.D. program after the bachelor's degree.

Admission to candidacy for the Ph.D. degree requires completion of the M.S. Degree or its equivalent and achievement of passing grades on the Computer Science Program's written comprehensive examination
4.
ADMISSION TO CANDIDACY

Formal admission to Ph.D. candidacy occurs after the student has passed the proposal defense and the comprehensive Ph.D. exam, and the plan of study has been submitted to the Dean.

The following time limitations will apply:

· For students admitted to the Ph.D. program with an M.S. degree or equivalent, the decision to admit to candidacy must occur prior to the beginning of the fifth semester in the Ph.D. program.

· For students admitted to the Ph.D. program with only the B.S. degree, the decision to admit to candidacy must occur prior to the beginning of the seventh semester in the Ph.D. program.

Students should submit documentation, approved by the advisor, to the Chairman of the Graduate Studies Committee to be admitted to candidacy.

Students who have failed to complete the conditions above within the time limit will be separated from the Ph.D. program in the Department. Separation may also occur in the event of failure of the student to maintain a satisfactory GPA. A student who has been separated may not undertake further study for credit toward the doctoral degree within the same Department (or supervising unit) by which they have been rejected. With the approval of the Department and the Dean of Graduate Studies, such student may complete a master's degree, may register as a non‑degree student or seek admission to the graduate program of another department

5.
REGISTRATION

Graduate students at each registration shall enter or update personal and academic information on the Planned Program of Study Form (available in the Department office.) Every Graduate Student should have a Planned Program of Study approved by his or her advisor by the end of their first semester.  Ph.D. students should have their Supplementary Information for Ph.D. Program of Student submitted to the Department Office by the end of their first year of study.

6.
FINANCIAL AID

Only a few graduate students are awarded financial aid upon admission to the Department, but many more are offered research assistantships after beginning research with their advisor. Those not granted financial aid on admission may apply for aid at any time after first registration. These applications are awarded based on performance and availability of support. Students receiving financial aid must register for as many courses as necessary to maintain full‑time status.

7.
FACULTY ADVISORS AND PROGRAMS OF STUDY

Upon arrival each graduate student is assigned a faculty academic advisor to assist in planning a program. Each student shall in consultation with the academic adviser, file a Program of Study with the EECS department Graduate Studies Committee before the close of his/her second semester of instruction. Immediately after the end of the second semester of study, a Ph.D. Student must obtain a research advisor who may be different from his/her initial advisor. In no event should a student enter the fourth semester of study without having selected an advisor.

If the student is pursuing the Ph.D. degree without acquiring the M.S. degree, the program of study should be accompanied by a petition to the Dean of Engineering to waive the requirement of the M.S. degree. All required courses taken at the University beyond the B.S. degree should be shown on the program of study with the grade if completed. If the requirements are to be fulfilled in other than the standard ways described above, a memorandum requesting approval should be attached to the program of study.

In any event, the program of study must be submitted within one semester after passing the comprehensive examination

8.
Ph.D. PROGRAM OF STUDY

The relevant section of the rules for the school of engineering follow. "Minimal requirements in addition to the university requirements are:

1.The minimum course requirement beyond the B.S. level is two years of courses taken for credit, at least 18 hours of which must be taken at Case Western Reserve University. The following courses taken for credit will be acceptable for a Ph.D. program of study:

a.
All 400‑, 500‑, and 600‑level courses,

b.
Those 300‑level courses approved by the student's department up to a maximum of three beyond the B.S. or a maximum of one beyond the M.S., and

c.
Approved graduate‑level courses taken at other institutions

2.
A minimum depth in basic science equivalent to six semester hours (for credit) is required. This requirement may be satisfied by courses that have been previously approved by the faculty of the department in which the student is enrolled.

3.
The requirement for breadth is normally satisfied by a minimum of 12 semester hours of courses (for credit) outside the student's major area of concentration as defined by the student's department and does not include courses taken to fulfill the basic science requirement.

4.
The minimum requirement for research is satisfied by at least eighteen hours of thesis (701) credits.

5.
A cumulative quality‑point average of 3.0 or above in all courses taken for credit as a graduate student at Case Western Reserve University (excluding grades in thesis research and grades of R) is required for the award of the doctor's degree. "

The Computer Science and Computer Engineering faculty no longer have officially designated Research Tracks for Ph.D. study and research, but offer several suggested courses of study in Appendix I for use as a guide to Ph.D. programs that satisfy the Department and School of Engineering regulations.

Normally a student is expected to have at least 4 courses (depth) in his/her dissertation subject area. Breadth courses are generally those courses that are outside the dissertation subject area The fundamental courses of the Department may overlap breadth courses. However, the fundamental courses cannot be counted for the depth courses of program of study. The Mathematics courses taken to satisfy the Math requirement may also be counted as Science courses.

9.
COMPREHENSIVE Ph.D. EXAMINATION

Each student applying for candidacy must take and pass all parts of a comprehensive written examination covering the material in the three areas listed below.

(i)
Analysis of Algorithms (ECES 454)

(ii)
Operating Systems (ECES 423) or Computer Architecture (ECES 420)

(iii)
Depth Area selected by the student and his/her advisor.

Students attempting the Ph.D. in Computer Engineering must include the areas of Computer Architecture (ECES 420) and Analysis of Algorithms (ECES 454) in the categories to be passed in the written examination.

The syllabi of the courses in parentheses define the material to be covered by the areas listed above. For each part of the exam there will be a syllabus and a list of references (with section numbers and page numbers ) provided which will specify the scope of the exam.

If a student fails all parts of the examination, the entire exam must be taken again. If a student fails one or two parts, the faculty may elect to give another exam to the student in just the areas failed The faculty may choose to have the student's committee hold an oral exam for the student in the areas failed

Applicants for the Ph.D. in Computing and Information Science may skip the fundamentals courses if they pass the relevant section on the qualifying exam. Students electing this method must still fulfill the overall number of courses requirement as specified in the School of Engineering rules.

10.
MATHEMATICS COMPETENCE

The student must successfully demonstrate a knowledge and breadth of mathematics by passing two graduate level courses in mathematics from CWRU with a grade of B or better.   (One of the courses may be taken from another institution, but must be approved by the Graduate Studies Committee of the Department to satisfy the math requirement.)

The Mathematics courses used to satisfy this requirement must be approved by the student’s Ph.D. Committee.

11. PROPOSAL

In consultation with his/her advisor, the student must work in a research area and produce a research proposal in that area.  The student must submit this proposal to a committee of at least four faculty members who are members of his/her advisory committee.  The student’s advisor chairs this committee.  The proposal document will be reviewed by the committee for acceptability on the basis of originality, content and presentation.  The student may be asked to submit a revised proposal for consideration by the committee.

The student must pass an oral examination on the proposal before his/her advisory committee.  The objectives of this examination are a) to assess the knowledge of the student in this area, b) the student’s capacity to conduct original work, c) the student’s presentation and communication skills in an open forum.  There will be at most two chances to pass the Proposal Examination.

12.
DISSERTATION
A Ph.D. student must complete his/her work, write a dissertation and defend it in an open forum in accord with the General University Requirements.  Moreover, a student is required to present his/her work in a departmental seminar prior to his/her dissertation defense.  A copy of each Ph.D. thesis written for the Department shall be deposited in the program library.  Note that this copy is in addition to any required by University regulations.

13. COURSE TRACKS FOR GRADUATE (Ph.D.) STUDY

a.
DATABASE SYSTEMS TRACK 

Depth Courses:

ECES 433 (Database Systems)

ECES 571 (Advanced Database Systems)

Breadth Courses:

ECES 425 (Computer Networks)

ECES 431 (Software Engineering)

ECES 432 (Compiler Construction)

ECES 466 (Computer Graphics)

ECES 491 (Intelligent Systems I)

ECES 443 (Automata Theory and Formal Lang.)

EEAP  431 (Image Processing)

ECES 411 (Logic Programming)

Other breadth courses approved by petition to the track committee.

Basic Science Courses: (Two of the following four courses) 

STAT 485  (Statistics)

MATH 495 (Combinatorics)

MATH 413 (Graph Theory)

MATH 491 (Probability 491)

b.
ARTIFICIAL INTELLIGENCE TRACK

Depth Courses:


ECES 411 (Logic Programming)

ECES 478 (Computational Neuroscience)

ECES 484 (Adaptive Pattern Recognition and Neural Networks

ECES 491 (Intelligent Systems I—required)

ECES 591 (Intelligent Systems II—required)

EEAP 485 (Use of Neurocomputing)

EEAP  489 (Robotics I)

EEAP  531 (Computer Vision)

Breadth Courses:

ECES 431 (Software Engineering)

ECES 433 (Databases)

ECES 479 (Seminar on Computational Neuroscience)

Basic Science:

MATH 406 (Model Theory)

BIOL   473 (Introduction to Neurobiology)


c.
COMPUTER AIDED DESIGN (CAD) TRACK

Depth Courses:

ECES 485 (VLSI System Design)

ECES 486 (Design Automation)

ECES 424 (Advanced Computer Architecture)

EEAP  482 (Multiprocessing and Special Architectures)

ECES 317 (VLSI Laboratory)

ECES 501 (Seminar)

Breadth Courses:

ECES 432 (Compiler Construction)

EEAP  454 (Digital Communications)

ESYS  401 (Digital Signal Processing)

ECES 425 (Computer Networks)

EEAP 454 (Digital Communications)

ESYS 401 (Digital Signal Processing)

Basic Science Courses:

MATH 413 (Graph Theory)

MATH 495 (Combinatorics)
d.
SOFTWARE SYSTEMS TRACK

Depth Courses:

ECES 431 (Software Engineering)  (Required)

Two of the following three courses:

ECES 411 (Logic Programming)

ECES 432 (Compiler Construction)

ECES 433 (Database Systems)



Breadth Courses:  Depend upon the student’s advisor or track committee

Recommended Science Courses:

STAT 385 or equivalent (Required)

One of the following courses:

MATH 495 (Combinatorics)

MATH 413 (Graph Theory)

MATH 406 (Model Theory)

EECS GRADUATE COURSES

ECES 400T. Graduate Teaching I (0)

This course will provide the Ph.D. candidate with experience in teaching under-graduate or graduate students. The experience is expected to involve direct student contact but will be based upon the specific departmental needs and teaching obligations. This teaching experience will be conducted under the supervision of the faculty member who is responsible for the course, but the academic advisor will assess the educational plan to ensure that it provides an educational experience for the student. Students in this course may be expected to perform one or more of the following teaching related activities: grading homework, quizzes, and exams, having office hours for students, tutoring students. Prerequisite: Ph.D. student in computer science or engineering.

ECES 405. Data Structures and File Management (3)

Fundamental concepts: sequential allocation, linked allocation, lists, trees, graphs, internal sorting, external sorting, sequential, binary, interpolation search, hashing file, indexed files, multiple level index structures, btrees hashed files. Multiple attribute retrieval; inverted files, multi lists, multiple-key hashing, hd trees. Introduction to data bases. Data models. Prerequisites: ECES 233 and MATH 304.

ECES 411. Introduction to Logic Programming (3)

Basic constructs of logic programs, terms, facts, rules, queries. Logic programs for manipulating recursive data structures. Unification and the logic programming computation model. How Prolog realized

the abstract computational mode. Arithmetic, structure inspection, metalogical and extralogical techniques in Prolog. Advanced programming techniques: nondeterminism, difference structures, DCGS, meta interpreters. Applications. Prerequisite: ECES 233.

ECES 420. Computer System Architecture (3)

Interaction between computer systems hardware and software. Pipeline techniques, instruction pipelines, arithmetic pipelines, Instruction level parallelism. Cache mechanism. I/O structures. Examples taken from existing computer systems. Prerequisite: ECES 338.
ECES 423. Principles of Operating Systems (3)

Various types of operating systems. Concurrent processes, mutual exclusion, process communication, cooperation, dead locks. Distributed OS algorithms, UNIX, NFS, NIS. Examples from several operating systems. Prerequisite: ECES 338.

ECES 425. Computer Communications Networks (3)

Covers computer network architecture. Topics include: network applications;  types of networks; network architecture; OSI, TCP/IP and ATM reference models; transmission media; the telephone system; ISDN and ATM error detection and correction; data link protocols; channel allocation; LAN protocols; bridges; routing; congestion control; internetworking; transport services and protocols; TCP/IP and ATM protocols; socket programming; security; Domain Name System; Simple Network Management Protocol; email, WWW; Java; Corba; distributed multimedia. Prerequisite: ECES 338.

ECES 430. Object-Oriented Software Development (3)

Covers advanced methodology for the design of large software systems. Topics include: object-oriented analysis and design, encapsulation; inheritance; subtype and parametric polymorphism; object-oriented programming languages; design patterns; application frameworks; software architecture; user-interfaces; concurrent and distributed objects.

ECES 431. Software Engineering (3)

Design of software systems working from specifications; top-down decomposition using stepwise refinement; object-oriented methods; prototyping. Software metrics and testing; software quality and

reliability; maintenance; human factors. Homework involves working in teams on large software projects. Prerequisite: ECES 337.

ECES 432. Compiler Construction (3)

Top-down and bottom-up recognizers for context-free grammars; LR(k) parsers, error recovery, semantic analysis, storage allocation for block structured languages, optimization, code generation. Home-

work involves writing a compiler for a block structured language. Prerequisite: ECES 337.

ECES 433. Database Systems (3)

Basic issues in file processing and database management systems. Physical data

organization. Relational databases. Database design. Relational Query Languages, SQL. Query languages. Query optimization. Database integrity and security. Object-oriented databases. Object-oriented Query Languages, OQL. Prerequisites: ECES 341 and MATH 304.

ECES 434. Advances in Databases (3)

Advanced topics in databases will be covered in this course. Query optimization in object-oriented databases, temporal databases, issues in multimedia databases, databases and Web, graphical query interfaces. Basic knowledge in databases is required. Prerequisite: ECES 433.

ECES 440. Automata and Formal Languages (3)

Cross-listed as MATH 410.

ECES 450. Domain Theoretic Methods for Artificial Intelligence (3)

(See ECES 350)Cross-listed as MATH450.

ECES 454. Analysis of Algorithms (3)

This course presents and analyzes a number of efficient algorithms. Problems are selected from such problem domains as sorting, searching, set manipulation, graph algorithms, matrix operations,

polynomial manipulation, and fast Fourier transforms. Through specific examples and general techniques, the course covers the design of efficient algorithms as well as the analysis of the efficiency of particular algorithms. Certain important problems for which no efficient algorithms are known (NP-complete problems) are discussed in order to illustrate the intrinsic difficulty which can sometimes preclude efficient algorithmic solutions. Prerequisites: MATH 304 and (ECES 340 or ECES 405) Cross-listed as OPRE 454.

ECES 458 – Introduction to Computational Biology/Bioinformatics
Mathematical and algorithmic aspects of computational biology/bioinformatics. The main emphasis is on genetic sequence search, alignment, and discovery. Other topics include probabilistic sequence analysis, secondary structure prediction, protein folding, and phylogenetic analysis. Prereq: Permission of the department.
ECES 466. Computer Graphics (3)

Theory and practice of computer graphics: object and environment representation including coordinate transformations image extraction including perspective, hidden surface, and shading algorithms;

and interaction. Covers a wide range of grave shaded graphics. Laboratory. Prerequisite: ECES 233.

ECES 473. Multimedia and Web Computing (3)

Multimedia is an important application area that will be at the center for next-generation computer systems and software design. It is a fast-changing technology, and, already, in the industry, there is a significant demand for computer scientists/engineers with multimedia system design knowledge. The objective of

ECES 473 is to present design issues for multimedia systems from specification to software implementation and testing. This will include multimedia basics, data capture/models/compression, synchronization models, multimedia servers, OS support for multimedia, multimedia communication systems, and multimedia user interfaces. There will be a project about designing and implementing a multimedia system. Students are expected to know Unix systems programming (System V IPCs, fork, exec, etc.), RPC, thread and socket programming. Prerequisites: ENGR 131,ECES 233,and ECES

338.

ECES 475. Autonomous Robotics (3)

Introduction to the design, construction and control of autonomous mobile robots. The first half of the course consists of focused exercises on mechanical construction with Legos, characteristics of sensors, motors and batteries, and control strategies for autonomous robots. In the second half of the course, students design, build and program their own complete robots that participate in a public competition. All work is performed in

groups. Biologically-inspired approaches to the design and control of autonomous robots are emphasized throughout. Prerequisite: Consent of instructor. Cross-listed as BIOL 475.

ECES 478. Computational Neuroscience (3)

Computer simulation of neurons and neural circuits, and the computational properties of nervous systems.  Students are taught a range of models for neurons and neural circuits, and are asked to implement and explore the computational and dynamic properties of these models. The course introduces students to dynamical systems theory for the analysis of neurons and neural circuits, as well as to cable theory, passive and active compartmental modeling, numerical integration methods, models of plasticity and learning, models of brain systems, and their relationship to artificial neural networks. Term project required. Two lectures per week. Cross-listed as BIOL 478, EMBE 478, and NEUR 478.

ECES 479. Seminar in Computational Neuroscience (3)

Readings and discussion in the recent literature on computational neuroscience, adaptive behavior, and other current topics, Cross-listed as BIOL 479.
ECES 484. Computational Intelligence I: Basic Principles (3)

This course is concerned with learning the fundamentals of a number of computational methodologies which are used in adaptive parallel distributed information processing. Such methodologies include neural net computing, evolutionary programming, genetic algorithms, fuzzy set theory, and “artificial life. ”These computational paradigms complement and supplement the traditional practices of pattern recognition and artificial intelligence. Functionalities covered include self-organization learning a model or supervised learning, optimization, and memorization. Cross-listed as EEAP 484.

ECES 485. VLSI Systems (3)

Basic MOSFET models, Inverters, steering logic, the silicon gate, nMOS process, design rules, basic design structures (e.g. NAND and NOR gates, PLA, ROM, RAM), design methodology and tools (spice, N.mpc, Caesar, mkpla), VLSI technology and system architecture. Requires project and student presentation, laboratory.

ECES 486. Research in VLSI Design

Automation (3)

Research topics related to VLSI design automation such as hardware description languages, computer-aided design tools, algorithms and methodologies for VLSI design for a wide range of levels of design abstraction, design validation and test. Requires term project and class presentation.

ECES 488. Embedded Systems Design (3)

Objective: to introduce and expose the student to methodologies for systematic design of embedded systems. The topics include, but are not limited to, system specification, architecture modeling, component partitioning, estimation metrics, hardware software codesign, diagnostics.

ECES 491. Intelligent Systems I (3)

This course is concerned with a number of basic concepts and methods which are used in the development of a variety of artificial intelligence (AI) applications. Although the course has an expert systems orientation, the concepts and methods are presented in a more general context to show their diversity, as well as their limitations. There are 3 major topics in the course: The first is concerned with various search methods which underlie virtually all methods for reasoning and problem solving. The second is an introduction to Lisp programming which is used to gain insight into implementing AI methods. The third is an introduction to the representation of knowledge and its use in reasoning about various aspects of an application. The underlying theory for this is predicate calculus and fundamental methods of logical inference and simplification are presented. The mechanization of these methods provides a general basis for intelligent processing of knowledge. Prerequisite: NGR 131.Cross-listed as EEAP 491.

ECES 500T. Graduate Teaching II (0)

This course will provide the Ph.D. candidate with experience in teaching undergraduate or graduate students. The experience is expected to involve direct student contact but will be based upon the specific departmental needs and teaching obligations. This teaching experience will be conducted under the supervision of the faculty member who is responsible for the course, but the academic advisor will assess the educational plan to ensure that it provides an educational experience for the student. Students in this course may be expected to perform one or more of the following teaching related activities: grading homework, quizzes, and exams, having office hours for students, running recitation sessions, providing laboratory assistance. Prerequisite: Ph.D. student in computer science or computer engineering.

ECES 591. Intelligent Systems II (3)

Cross-listed as EEAP 591.

ECES 600. Special Topics (1-18)

ECES 600T. Graduate Teaching III (0)

This course will provide the Ph.D. candidate with experience in teaching undergraduate or graduate students. The experience is expected to involve direct student contact but will be based upon the specific departmental needs and teaching obligations. This teaching experience will be conducted under the supervision of the faculty member who is responsible for the course, but the academic advisor will assess the educational plan to ensure that it provides an educational experience for the student. Students in this course may be expected to perform one or more of the following teaching related activities: running recitation sessions, providing laboratory assistance, developing teaching or lecture materials, presenting lectures. Prerequisite: Ph.D. student in computer science or computer engineering.

ECES 601. Independent Study (1-18)

(Credit as arranged.)

ECES 602. Advanced Projects Laboratory (1-18)

ECES 651. Thesis M.S. (1-18)

ECES 701. Dissertation Ph.D. (1-18)

ECES 702. Appointed Dissertation Fellowship (9)

EEAP 400T. Graduate Teaching I (0)

This course will provide the Ph.D. candidate with experience in teaching undergraduate or graduate students. The experience is expected to involve direct contact but will be based upon the specific departmental needs and teaching obligations. This teaching experience will be conducted under the supervision of the faculty member who is responsible for the course, but the academic advisor will assess the educational plan to ensure that it provides an educational experience for the student. Students in this course may be expected to perform one or more of the following teaching related activities: grading homework, quizzes, and exams, having office hours for students, tutoring students. Prerequisite: Ph.D. student in electrical engineering.

EEAP 412. Electromagnetic Fields III (3)

Maxwell ’s equations, macroscopic versus microscopic fields, field interaction with materials in terms of polarization vectors P and M. Laplace ’s and Poisson ’s equations and solutions, scalar and vector potentials. Wave propagation in various types of media such as anisotropic and gyrotropic media. Phase and group velocities, signal velocity and dispersion. Boundary value problems associated with wave-guide and carities. Wave solutions in cylindrical and spherical coordinates. Radiation and antennas.

EEAP 416. Ultrasonic Engineering (3)

Acoustical waves in fluids and solids, surface acoustic waves, transmission phenomena, radiators, transducers, filters, flow measurements, pulse echo techniques, flaw detection, sonar, imaging, holography.

EEAP 420. Solid State Electronics I (3)

Quantum mechanics and solid state physics. Crystal structures, electrons in periodic structures, band structures, transport phenomenon, nonequilibrium process, lattice dynamics, scattering mechanics, surface and interface physics; physics of semiconductor electronic devices. Prerequisite: EEAP 321.

EEAP 422. Solid State Electronics II (3)

Advanced physics of semiconductor devices. Review of current transport and semiconductor electronics. Surface and interface properties. P-N junction. Bipolar junction transistors, field effect transistors, solar cells and photonic devices.

EEAP 424. Integrated Circuit Technology I (3)

Review of semiconductor technology. Device fabrication processing, material evaluation, oxide passivation, pattern transfer technique, diffusion, ion implantation, metallization, probing, packaging, and testing. Design and fabrication of passive and active semiconductor devices.  Prerequisite: EEAP 322.

EEAP 426. MOS Integrated Circuit Design (3)

Design of digital and analog MOS integrated circuits. IC fabrication and device models. Logic, memory, and clock generation. Amplifiers, comparators, references, and switched-capacitor circuits. Characterization of circuit performance with/without parasitics using hand analysis and SPICE circuit simulation. Prerequisites: EEAP 344 and EEAP 321.

EEAP 431. Computer Processing of Images (3)

Introduction to computer vision methodologies. Includes the imaging systems: optics and detectors and geometric relationships between scene and image, 3-D scene scanning and imaging techniques including stereovision and laser rangefinders. Digital signal processing in 2-D and optical preprocessing of images.

Real-time digital transmission of dynamic images and HDTV. Hardware issues in processing of vision information.

EEAP 432. Optical Communication (3)

In this course, suitable for graduate students or advanced undergraduates interested in photonics, a broad range of topics will be covered in the field of optical communication, with an aim to provide a sophisticated perspective of current technology and trends in optical communication components, systems, and networks.

Prerequisite: EEAP 309.

EEAP 434. Microfabricated Silicon Electromechanical Systems (3)

Topics related to current research in microelectromechanical systems based upon silicon integrated circuit fabrication technology: fabrication, physics, devices, design, modeling, testing, and packaging. Bulk micromachining, surface micromachining, silicon to glass and silicon-silicon bonding. Principles of operation for microactuators and microcomponents. Testing and packaging issues. Prerequisite: EEAP 322 or EEAP 424.

EEAP 452. Random Signals (3)

Fundamental concepts in probability. Probability distribution and density functions. Random variables, functions of random variables, mean, variance, higher moments, Gaussian random variables, random processes, stationary random processes, and ergodicity. Correlation functions and power spectral density. Orthogonal series representation of colored noise. Representation of bandpass noise and application to communication systems. Application to signals and noise in linear systems. Introduction to estimation, sampling, and prediction. Discussion of Poisson, Gaussian, and Markov processes.

EEAP 456. Microwave Engineering (3)

Transmission line theory, propagation in waveguides, coaxiallines, striplines. Circuit theory of microwave systems, multiport circuits, equivalent circuits. Foster ’s Reactance Theorem. Scattering matrix. Smith Charts, Impedance matching and transformation using stub tuners and transformers. Electromagnetic resonators. Prerequisite: EEAP 412.

EEAP 463. Research Topics in Lasers and Optics (3)

Topics related to current research, e.g., laser theory, coherent optics, optical information processing.

EEAP 483. Data Acquisition and Control (3)

Data acquisition (theory and practice), digital control of sampled data systems, stability tests, system simulation digital filter structure, finite word length effects, limit cycles, state-variable feedback and state estimation. Laboratory includes control algorithm programming done in assembly language.

EEAP 484. Computational Intelligence I: Basic Principles (3)

This course is concerned with learning the fundamentals of a number of computational methodologies which are used in adaptive parallel distributed information processing. Such methodologies include neural net computing, evolutionary programming, genetic algorithms, fuzzy set theory, and “artificial life.”  These computational paradigms complement and supplement the traditional practices of pattern recognition and artificial intelligence. Functionalities covered include self-organization, learning a model or supervised learning, optimization, and memorization. Cross-listed as ECES 484.

EEAP 485. Computational Intelligence II (3)

This course is concerned with the combined use of the methods of computational intelligence in the performance of complex real-world tasks. Tasks considered include learning models of ‘opaque ’

systems, design and operation of fuzzy control systems, neural-net computing control of systems, optimal control, adaptive learning of time-variant time series, data compression, classification, self-organization of objects into categories ,inductive reasoning, decision-making interpretation of signal and images. Prerequisite: EEAP 484.

EEAP 489. Robotics I (3)

Analysis of robot mechanical systems. Link relationships and frame assignment, coordinate transformations, forward and inverse kinematics and dynamical analysis. Planning of manipulator trajectories. Force, position, and hybrid control. Application of these techniques to selected industrial robots. Prerequisite: EMAE 181.Cross-listed as EMAE 489 and ESCI 489.

EEAP 491. Intelligent Systems I (3)

Artificial intelligence and programming techniques used in design and implementation of intelligent systems. Problem solving and game playing by computer, different representation of problems and games, and their associated solution methods. Knowledge representation: logic, semantic networks frames. Programming in LISP and Prolog. Cross-listed as ECES 491.

EEAP 500. Electrical Engineering and Applied Physics Colloquium (0)

Lecture program covering current research in various areas of electrical engineering. Attendance by graduate students required.

EEAP 500T. Graduate Teaching II (0)

This course will provide the Ph.D. candidate with experience in teaching undergraduate or graduate students. The experience is expected to involve direct student contact but will be based upon the specific departmental needs and teaching obligations. This teaching experience will be conducted under the supervision of the faculty member who is responsible for the course, but the academic advisor will assess the educational plan to ensure that it provides an educational experience for the student. Students in this course may be expected to perform one or more of the following teaching related activities: grading homework, quizzes, and exams, having office hours for students, running recitation sessions, providing laboratory assistance. Prerequisite: Ph.D. student in electrical engineering.

EEAP 526. Integrated Mixed-Signal Systems (3)

Mixed-signal (analog/digital) integrated circuit design. D-to-A and A-to-D conversion, applications in mixed-signal VLSI, low-noise and low-power techniques, and communication sub-circuits. System simulation at the transistor and behavioral levels using SPICE. Class will design a mixed-signal CMOS IC for fabrication by MOSIS. Prerequisite: EEAP 426.

EEAP 527. Advanced Sensors: Theory and Techniques (3)

Sensor technology with a primary focus on semiconductor-based devices. Physical principles of energy conversion devices (sensors) with a review of relevant fundamentals: elasticity theory, fluid mechanics, silicon fabrication and micromachining technology, semiconductor device physics. Classification and terminology of sensors, defining and measuring sensor characteristics and performance, effect of the environment on sensors, predicting and controlling sensor error. Mechanical, acoustic, magnetic, thermal, radiation, chemical and biological sensors will be examined. Sensor packaging and sensor interface circuitry. Prerequisites: EEAP 322 or EEAP 424 and EEAP 434.

EEAP 531. Computer Vision (3)

Geometric optics, ray matrics, calibration of monocular and stereo imaging systems. Adaptive camera thresholding and image segmentation, morphological and convolutional image processing. Selected topics

including edge estimation and industrial inspection, optimal filtering, model matching, CAD-based vision and range image processing. Neural-net image processing. Model-based computer vision for scene interpretation and autonomous systems. Prerequisite: EEAP 431 or equivalent.

EEAP 583. Implementation of Non-linear Control (3)

Nonlinear control with emphasis on applications. Basic theory including describing functions, equivalent gains, and Lyapunov stability. Emphasis on digital implementation of nonlinear controllers for high performance applications such as servomechanisms, manipulators, and aerospace systems. Comparison of non-linear and linear designs. Laboratory experiments and CAD tools for controller performance verification.

EEAP 589. Robotics II (3)

Survey of research issues in robotics. Force control, visual servoing, robot autonomy, on-line planning, high speed control, man/machine interfaces, robot learning, sensory processing for real-time control. Primarily a project-based lab course in which students design real-time software executing on multi-processors to control an industrial robot. Prerequisite: EEAP 489.

EEAP 591. Intelligent Systems II (3)

Cross-listed as ECES 591.

EEAP 600. Special Topics – Wireless Communications (3)  - Biomedical Microdevices (3) – Emerging Bio and Quantum Computing Techniques (3)

EEAP 600T. Graduate Teaching III (0)

This course will provide the Ph.D. candidate with experience in teaching under-graduate or graduate students. The experience is expected to involve direct student contact but will be based upon the specific departmental needs and teaching obligations. This teaching experience will be conducted under the supervision of the faculty member who is responsible for the course, but the academic advisor will assess the educational plan to ensure that it provides an educational experience for the student. Students in this course may be expected to perform one or more of the following teaching related activities: running recitation sessions, providing laboratory assistance, developing teaching or lecture materials, presenting lectures. Prerequisite: Ph.D. student in electrical engineering.

EEAP 601. Independent Study (1-18)

Note that credits can be transferred to EEAP 701 only in the semester in which student advances to candidacy.

EEAP 649. Project M.S. (1-9)

EEAP 651. Thesis M.S. (1-18)

(Credit as arranged.)

EEAP 701. Dissertation Ph.D. (1-18)

(Credit as arranged.)

EEAP 702. Appointed Dissertation Fellowship (9)

ESCI 400T. Graduate Teaching I (0)

This course will provide the Ph.D. candidate with experience in teaching undergraduate or graduate students. The experience is expected to involve direct student contact but will be based upon the specific departmental needs and teaching obligations. This teaching experience will be conducted under the supervision of the faculty member who is responsible for the course, but the academic advisor will assess the educational plan to ensure that it provides an educational experience for the student. Students in this course may be expected to perform one or more of the following teaching related activities: grading homework, quizzes, and exams, having office hours for students, tutoring students. Prerequisite: Ph.D. student in systems and control engineering.

ESCI 401. Digital Signal Processing (3)

Characterization of discrete-time signals and systems. Fourier analysis: the Discrete-time Fourier Transform, the Discrete-time Fourier series, the Discrete Fourier Transform and the Fast Fourier Transform. Continuous-time signal sampling and signal reconstruction. Digital filter design: infinite impulse response filters, finite impulse response filters, filter realization and quantization effects. Random signals: discrete correlation sequences and power density spectra, response of linear systems. Prerequisite: ESCI 313.

ESCI 404. Digital Control Systems (3)

Analysis and design techniques for computer based control systems. Sampling, hybrid continuous-time/discrete-time system modeling; sampled data and state space representations, controllability,

observability and stability, transformation of analog controllers, design of deadbeat and state feedback controllers; pole placement controllers based on input/output models, introduction to model identification, optimal control and adaptive control. Prerequisite: ESCI 304.

ESCI 408. Introduction to Linear Systems (3)

Analysis and design of linear feedback systems using state-space techniques. Review of matrix theory, linearization, transition maps and variations of constants formula, structural properties of state-space models, controllability and observability, realization theory, pole assignment and stabilization, linear quadratic regulator problems, observers, and the separation theorem. Prerequisite: ESCI 304.

ESCI 409. Discrete Event Systems (3)

A broad range of system behavior can be described using a discrete event framework. These systems are playing an increasingly important role in modeling, analyzing, and designing manufacturing systems. Simulation, automata, and queuing theory have been the primary tools for studying the behavior of these logically complex systems; however, new methods and techniques as well as new modeling frameworks have been developed to represent and to explore discrete event system behavior. The class will begin by studying simulation, the theory of languages, and finite state automata, and queuing theory approaches and then progress to examining selected additional frameworks for modeling and analyzing these systems including Petrinets, perturbation analysis, and Min-Max algebras.

ESCI 414. Complex Systems Modeling and Analysis (3)

The concept of a complex system as a relationship of identifiable subsystems. Modeling of large-scale systems by aggregation, perturbation, via system identification and by the use of fuzzy logic. The structural properties of large-scale systems. A hierarchical, multi-level approach to large-scale systems analysis and synthesis. Coordination by the interaction balance and by interaction prediction principles. Decentralized decision making and control of large-scale systems. Near optimum system design. Structure and stability of fuzzy control systems.

ESCI 416. Optimization Theory and Techniques (3)

Underlying theory of linear, nonlinear, multilevel, and multiobjective optimization. Techniques include linear programming and extensions, quadratic programming, dynamic programming, decomposition coordination schemes for multilevel optimization. Methods for generating Pareto optimal solutions in multiobjective optimization. Applications to engineering problems. Prerequisite: MATH 201 or equivalent.

ESCI 417. Introduction to Stochastic Control (3)

Analysis and design of controllers for discrete-time stochastic systems. Review of probability theory and stochastic properties, input-output analysis of linear stochastic systems, spectral factorization and Weiner filtering, minimum variance control, state-space models of stochastic systems, optimal control and dynamic programming, statistical estimation and filtering, the Kalman-Bucy theory, the linear quadratic Gaussian problem, and the separation theorem. Prerequisite: ESCI 408.

ESCI 418. System Identification and Adaptive Control (3)

Parameter identification methods for linear discrete time systems: maximum likelihood and least squares estimation techniques. Adaptive control for linear discrete time systems including self-tuning regulators and model reference adaptive control. Consideration of both theoretical and practical issues relating to the use of identification and adaptive control.

ESCI 421. Optimization of Dynamic Systems (3)

Fundamentals of dynamic optimization with applications to control.  Variational treatment of control problems and the Maximum Principle. Structures of optimal systems; regulators, terminal controllers, time-optimal controllers. Sufficient conditions for optimality. Singular controls. Computational aspects. Selected applications. Prerequisite: ESCI 408.

Cross-listed as MATH 434.

ESCI 427. Risk and Reliability Methods for Engineers (3)

Probabilistic models and methods for risk, reliability, and quality engineering;  Markov decision processes; stochastic dynamic programming; stochastic programming and other methods for risk analysis; failure models; qualitative fault analysis; reliability analysis of systems; life data analysis and accelerated life testing; design of experiments for quality engineering; statistical quality control; and acceptance sampling for quality control.

ESCI 450. Integrated Production/Manufacturing Systems (3)

Fundamental theories and techniques, decision making, and artificial intelligence for solving production/manufacturing problems. Fomulation, modeling, planning, and control of production problems at three levels: strategic, tactical, and operational (long term, medium, and short term).Specific problems include aggregate planning, project planning, scheduling, line balancing, sequencing, and machine set-up. Special emphasis will be given on decomposition and control of computer integrated systems, on-line and

off-line supervisory planning, and man/machine systems.

ESCI 460. Manufacturing Operations and Automated Systems (3)

The course is designed primarily for graduate engineering students who wish to know about the fundamentals and modeling of production/automation/manufacturing systems. The course provides a survey of various topics in production automation and computer-aided and integrated manufacturing with emphasis on decision making, optimization, and modeling. Topics include computerized process planning, on-line and off-line supervisory computer control, computerized discrete production systems, numerical control, monitoring and planning, flexible manufacturing systems, group technology, materials handling systems, man/machine systems and requirements, design and analysis of assembly systems, and computerized facility layout design problems. The course presents a step-by-step and cohesive account of concepts, theories and procedures for solving modern manufacturing and production problems with emphasis on computer applications. Prerequisite: Consent of instructor.

ESCI 463. Techniques of Model-based Control (3)

Strategies of process control centered around the use of process models in the control system. Topics include single loop, feed forward, cascade and multivariable internal model control. Tuning controllers to accommodate process uncertainty. Treatment of control effect and output constraints in model predictive control and modular-multivariable control. Prerequisite: ESCI 304.Cross-listed as ECHE 463.

ESCI 489. Robotics I (3)

Prerequisite: EMAE 181.Cross-listed as EEAP 489 and EMAE 489.

ESCI 500T. Graduate Teaching II (0)

This course will provide the Ph.D. candidate with experience in teaching undergraduate or graduate students. The experience is expected to involve direct student contact but will be based upon the specific departmental needs and teaching obligations. This teaching experience will be conducted under the supervision of the faculty member who is responsible for the course, but the academic advisor will assess the educational plan to ensure that it provides an educational experience for the student. Students in this course may be expected to perform one or more of the following teaching related activities: grading homework, quizzes, and exams, having office hours for students, running recitation sessions, providing laboratory assistance. Prerequisite: Ph.D. student in systems and control engineering.

ESCI 515. Decision Theory with Applications (3)

Fundamentals of decision theory and analysis of decision processes in systems. Elementary decision analysis. Single-and multi-attribute utility theory under both certainty and uncertainty. Bayesian decision analysis. Sequential decision processes including dynamic programming and Markov processes. Analysis of multiperson decision processes and game theory as related to management decisions. Applications to large-scale systems and to decision support systems.

ESCI 516. Large Scale Optimization (3)

Concepts and techniques for dealing with large optimization problems encountered in designing large engineering structure, control of interconnected systems, pattern recognition, and planning and operations of complex systems;  partitioning, relaxation, restriction, decomposition, approximation, and other problem simplification devices; specific algorithms; potential use of parallel and symbolic computation; student seminars and projects. Prerequisite: ESCI 416.

ESCI 518. Nonlinear Systems: Analysis and Control (3)

Mathematical preliminaries: differential equations and dynamical systems, differential geometry and manifolds. Dynamical systems and feedback systems, existence and uniqueness of solutions. Complicated dynamics and chaotic systems. Stability of nonlinear systems: input-output methods and Lyapunov stability.

Control of nonlinear systems: gain scheduling, nonlinear regulator theory and feedback linearization. Prerequisites: ESCI 408 and ESCI 421.

ESCI 519. Differential Geometric Nonlinear Control (3)

This advanced course focuses on the analysis and design of nonlinear control systems, with special emphasis on the differential geometric approach. Differential geometry has proved to be an extremely powerful tool for the analysis and design of nonlinear systems, similar to the roles of the Laplace transformation and linear algebra in linear systems. The objective of the course is to present the major methods and results of nonlinear systems and provide a mathematical foundation, which will enable students to follow the recent developments in the constantly expanding literature. This course will also benefit those students from electrical, mechanical, chemical and biomedical engineering, who are doing research in the fields that involve nonlinear control problems. Prerequisite: ESCI 408 or equivalent.

ESCI 523.  Multiobjective and Hierarchical Systems (3)

This course covers basic concepts of hierarchical, multi-level systems, Lagrangian decompositions, and coordination principles. Fundamentals and recent advances in theory, methodology and applications of multiple criteria decision making (MCDM) with single and multiple decision makers are included as are: interactive MCDM methods; multiple objectives for discrete and continuous models; multi-objective programming methods, hierarchical overlapping coordination with single and multiple objectives; multi-

objective, multi-stage impact analysis; and applications to large-scale systems and to decision support systems .Cross-listed as OPRE 523.

ESCI 600T. Graduate Teaching III (0)

This course will provide Ph.D. candidate with experience in teaching undergraduate or graduate students. The experience is expected to involve direct student contact but will be based upon the specific departmental needs and teaching obligations. This teaching experience will be conducted under the supervision of the faculty member who is responsible for the course, but the academic advisor will assess the educational plan to ensure that it provides an educational experience for the student. Students in this course may be expected to perform one or more of the following teaching related activities: running recitation sessions, providing laboratory assistance, developing teaching or lecture materials presenting lectures. Prerequisite: Ph.D. student in systems and control engineering.

ESCI 601. Independent Study (1-18)

ESCI 620. Special Topics (1-18)

ESCI 621. Special Projects (1-18)

ESCI 651. Thesis M.S. (1-18)

ESCI 701. Dissertation Ph.D. (1-18)

ESCI 702. Appointed Dissertation Fellowship (9)
CWRU Online Catalog Results

To view a course description and any course pre-requisites or co-requisites, select the 5-digit Course Reference Number (CRN). 

	CRN
	Subject Number
	Title
	CR-HR

	
	Term
	Day(s) Time
	Instructor
	Location

	
	Cur Enrol(Limit)
	Fees
	
	

	
	Comments

	


	12139
	EECS 212 
	INTR TO SIG SYS AND CONT 
	3.0 

	 
	Fall 2002
	Cancelled
	 
	

	 
	Prereq: MATH 224. 

	12150
	EECS 214 
	SIGNALS AND SYSTEMS LAB 
	1.0 

	 
	Fall 2002
	Cancelled
	 
	

	 
	(12)
	
	
	

	 
	Coreq: EECS 212. 

	12168
	EECS 214 
	SIGNALS AND SYSTEMS LAB 
	1.0 

	 
	Fall 2002
	Cancelled
	 
	

	 
	(12)
	
	
	

	 
	Coreq: EECS 212. 

	12184
	EECS 214 
	SIGNALS AND SYSTEMS LAB 
	1.0 

	 
	Fall 2002
	Cancelled
	 
	

	 
	(12)
	
	
	

	 
	Coreq: EECS 212. 

	12142
	EECS 214 
	SIGNALS AND SYSTEMS LAB 
	1.0 

	 
	Fall 2002
	Cancelled
	 
	

	 
	(12)
	
	
	

	 
	Coreq: EECS 212. 

	12173
	EECS 214 
	SIGNALS AND SYSTEMS LAB 
	1.0 

	 
	Fall 2002
	Cancelled
	 
	

	 
	(12)
	
	
	

	 
	Coreq: EECS 212. 

	11011
	EECS 233 
	INTRO DATA STRUCTURES 
	4.0 

	 
	Fall 2002
	T R 0245-0400PM
	WHITE, L 
	 

	 
	35
	
	
	

	 
	Prereq: ENGR 131. 

	11341
	EECS 246 
	SIGNALS AND SYSTEMS 
	4.0 

	 
	Fall 2002
	M W F 0130-0220PM
	BRANICKY, M 
	 

	 
	 
	T 0430-0545PM
	
	 

	 
	29
	
	
	

	 
	Prereq: ENGR 210 and MATH 224. 

	11025
	EECS 281 
	LOGIC DESIGN AND COMPUTER ORG 
	4.0 

	 
	Fall 2002
	T R 1000-1115AM
	STAFF 
	 

	 
	 
	M 1130-1220PM
	
	 

	 
	11(30)
	
	
	

	 
	Prereq: ENGR 131. 

	11033
	EECS 281 
	LOGIC DESIGN AND COMPUTER ORG 
	4.0 

	 
	Fall 2002
	T R 1000-1115AM
	STAFF 
	 

	 
	 
	M 0130-0220PM
	
	 

	 
	17(30)
	
	
	

	 
	Prereq: ENGR 131. 


	11044
	EECS 281 
	LOGIC DESIGN AND COMPUTER ORG 
	4.0 

	 
	Fall 2002
	T R 1000-1115AM
	STAFF 
	 

	 
	 
	T 0115-0205PM
	
	 

	 
	29(30)
	
	
	

	 
	Prereq: ENGR 131. 

	11057
	EECS 281 
	LOGIC DESIGN AND COMPUTER ORG 
	4.0 

	 
	Fall 2002
	T R 1000-1115AM
	STAFF 
	 

	 
	 
	T 0430-0520PM
	
	 

	 
	11(30)
	
	
	

	 
	Prereq: ENGR 131. 

	11066
	EECS 281 
	LOGIC DESIGN AND COMPUTER ORG 
	4.0 

	 
	Fall 2002
	T R 1000-1115AM
	STAFF 
	 

	 
	 
	W 1030-1120AM
	
	 

	 
	19(30)
	
	
	

	 
	Prereq: ENGR 131. 

	11079
	EECS 281 
	LOGIC DESIGN AND COMPUTER ORG 
	4.0 

	 
	Fall 2002
	T R 1000-1115AM
	STAFF 
	 

	 
	 
	W 1130-1220PM
	
	 

	 
	12(30)
	
	
	

	 
	Prereq: ENGR 131. 

	V1245
	EECS 290 
	SPECIAL TOPICS 
	1.0 - 18.0 

	 
	Fall 2002
	
	STAFF 
	 

	 
	Prereq: Consent of instructor. 

	11082
	EECS 301 
	DIGITAL LOGIC LABORATORY 
	2.0 

	 
	Fall 2002
	F 0330-0420PM
	STAFF 
	 

	 
	33(52)
	
	
	

	 
	Prereq: EECS 281. 

	14311
	EECS 304 
	CONT ENGR I WITH LAB 
	3.0 

	 
	Fall 2002
	M W F 0830-0920AM
	CHANKONG, V 
	 

	 
	54
	
	
	

	 
	Prereq: EECS 212.
EMAE AND ECHE STUDENTS MAY TAKE THIS CLASS IN PLACE
OF EECS 212. COURSE WILL BE JOINTLY TAUGHT WITH ECHE 367. 

	14325
	EECS 305 
	CONTROL ENGINEERING LAB I 
	1.0 

	 
	Fall 2002
	TBA 
	CHANKONG, V 
	 

	 
	13(41)
	
	
	

	 
	Prereq: EECS 212 or equivalent. Coreq: EECS 304.
EMAE AND ECHE STUDENTS MAY TAKE THIS CLASS IN PLACE
OF EECS 214. COURSE WILL BE JOINTLY TAUGHT WITH ECHE 367. 

	15376
	EECS 305 
	CONTROL ENGINEERING LAB I 
	1.0 

	 
	Fall 2002
	W 0500-0700PM
	CHANKONG, V 
	 

	 
	12(12)
	
	
	

	 
	Prereq: EECS 212 or equivalent. Coreq: EECS 304.
EMAE AND ECHE STUDENTS MAY TAKE THIS CLASS IN PLACE OF
EECS 214. COURSE WILL BE JOINTLY TAUGHT WITH ECHE 367. 

	15387
	EECS 305 
	CONTROL ENGINEERING LAB I 
	1.0 

	 
	Fall 2002
	M 0100-0300PM
	CHANKONG, V 
	 

	 
	2(12)
	
	
	

	 
	Prereq: EECS 212 or equivalent. Coreq: EECS 304.
EMAE AND ECHE STUDENTS MAY TAKE THIS CLASS IN PLACE OF
EECS 214. COURSE WILL BE JOINTLY TAUGHT WITH ECHE 367. 

	15393
	EECS 305 
	CONTROL ENGINEERING LAB I 
	1.0 

	 
	Fall 2002
	T 1100-0100PM
	CHANKONG, V 
	 

	 
	12(12)
	
	
	

	 
	Prereq: EECS 212 or equivalent. Coreq: EECS 304.
EMAE AND ECHE STUDENTS MAY TAKE THIS CLASS IN PLACE OF
EECS 214. COURSE WILL BE JOINTLY TAUGHT WITH ECHE 367. 


	15409
	EECS 305 
	CONTROL ENGINEERING LAB I 
	1.0 

	 
	Fall 2002
	R 0500-0700PM
	CHANKONG, V 
	 

	 
	8(12)
	
	
	

	 
	Prereq: EECS 212 or equivalent. Coreq: EECS 304.
EMAE AND ECHE STUDENTS MAY TAKE THIS CLASS IN PLACE OF
EECS 214. COURSE WILL BE JOINTLY TAUGHT WITH ECHE 367. 

	15414
	EECS 305 
	CONTROL ENGINEERING LAB I 
	1.0 

	 
	Fall 2002
	W 0100-0300PM
	CHANKONG, V 
	 

	 
	2(12)
	
	
	

	 
	Prereq: EECS 212 or equivalent. Coreq: EECS 304.
EMAE AND ECHE STUDENTS MAY TAKE THIS CLASS IN PLACE OF
EECS 214. COURSE WILL BE JOINTLY TAUGHT WITH ECHE 367. 

	11370
	EECS 309 
	ELECTROMAGNETIC FIELDS I 
	3.0 

	 
	Fall 2002
	Cancelled
	 
	

	 
	Prereq: MATH 223 and PHYS 122. Coreq: MATH 224.
COURSE TO BE OFFERED IN SPRING 2003. 

	11110
	EECS 318 
	VLSI/CAD 
	4.0 

	 
	Fall 2002
	T R 0430-0545PM
	SAAB, D 
	 

	 
	28
	
	
	

	 
	Prereq: EECS 281 and EECS 321. 

	11388
	EECS 322 
	INTEGRATED CIRC/ELECT DEVICES 
	3.0 

	 
	Fall 2002
	M W F 0930-1020AM
	MEHREGANY, M 
	 

	 
	7
	
	
	

	 
	Prereq: EECS 321.
TAUGHT WITH EECS 415. 

	12196
	EECS 324 
	SIMULATION TECHNIQUES IN ENGR 
	3.0 

	 
	Fall 2002
	W 0600-0830PM
	MESAROVIC, M 
	 

	 
	15
	
	
	

	 
	Coreq: ENGL 398. 

	11128
	EECS 337 
	SYSTEMS PROGRAMMING 
	4.0 

	 
	Fall 2002
	M W F 0130-0220PM
	ERNST, G 
	 

	 
	54
	
	
	

	 
	Prereq: EECS 233 and EECS 281. 

	11132
	EECS 340 
	ALGORITHMS & DATA STRUCTURES 
	3.0 

	 
	Fall 2002
	M W F 0930-1020AM
	ERGUN, F 
	 

	 
	36(35)
	
	
	

	 
	Prereq: EECS 233 and MATH 304. 

	12201
	EECS 342 
	INTRODUCTION TO GLOBAL ISSUES 
	3.0 

	 
	Fall 2002
	T 0600-0830PM
	MESAROVIC, M 
	 

	 
	34
	
	
	

	11397
	EECS 351 
	COMMUNICATIONS & SIGNAL ANALYS
	3.0 

	 
	Fall 2002
	M W 0430-0545PM
	STAFF 
	 

	 
	24
	
	
	

	 
	Prereq: EECS 246 or equivalent. 

	12216
	EECS 352 
	ENGR ECON AND DEC MAKING 
	3.0 

	 
	Fall 2002
	T R 0245-0400PM
	STAFF 
	 

	 
	61(61)
	
	
	


	12227
	EECS 360 
	MFG OPERATIONS & AUTOMATED SYS
	3.0 

	 
	Fall 2002
	W 0600-0830PM
	MALAKOOTI, B 
	 

	 
	3
	
	
	

	 
	Prereq: Junior or senior level standing in engineering or consent of instructor. 

	11149
	EECS 375 
	AUTONOMOUS ROBOTICS 
	3.0 

	 
	Fall 2002
	T R 0830-1115AM
	BEER, R 
	 

	 
	 
	
	DRUSHEL, R 
	 

	 
	20(23)
	
	
	

	 
	Prereq: Consent of instructor.
XLIST: BIOL 375 

	 
	See Cross Listing 
	

	11401
	EECS 382 
	MICROPROCESSOR - BASED DESIGN 
	3.0 
	

	 
	Fall 2002
	T R 1000-1115AM
	STAFF 
	 
	

	 
	26
	
	
	
	

	 
	Prereq: ENGR 210 and EECS 281. 
	

	V6702
	EECS 396L
	SPECIAL TOPICS 
	1.0 - 6.0 
	

	 
	Fall 2002
	TBA 
	STAFF 
	 
	

	V6703
	EECS 396N
	SPECIAL TOPICS 
	1.0 - 18.0 
	

	 
	Fall 2002
	TBA 
	STAFF 
	 
	

	V7506
	EECS 397L
	SPEC TOPICS IN ELECTRICAL ENGR
	1.0 - 6.0 
	

	 
	Fall 2002
	TBA 
	STAFF 
	 
	

	 
	Prereq: Consent of instructor. 
	

	11921
	EECS 398L
	SENIOR PROJECT IN ELEC ENGR I 
	4.0 
	

	 
	Fall 2002
	M W 1230-0120PM
	SREENATH, N 
	 
	

	 
	22
	
	
	
	

	11155
	EECS 398M
	SOFTWARE ENGINEERING 
	3.0 
	

	 
	Fall 2002
	T R 0245-0400PM
	PODGURSKI, H 
	 
	

	 
	51
	
	
	
	

	 
	Prereq: EECS 337. 
	

	12238
	EECS 398N
	ENGINEERING PROJECTS I 
	3.0 
	

	 
	Fall 2002
	M W 1230-0120PM
	SREENATH, N 
	 
	

	 
	8
	
	
	
	

	 
	Senior Standing 
	

	11939
	EECS 399L
	SENIOR PROJ IN ELEC ENGR II 
	4.0 
	

	 
	Fall 2002
	M W 1230-0120PM
	SREENATH, N 
	 
	

	 
	3
	
	
	
	

	 
	Prereq: EECS 398L (or concur). 
	

	11161
	EECS 399M
	COMPUTER ENG DESIGN PROJECT 
	3.0 
	

	 
	Fall 2002
	TBA 
	STAFF 
	 
	

	 
	5
	
	
	
	


	12240
	EECS 399N
	ENGINEERING PROJECTS II 
	3.0 

	 
	Fall 2002
	M W 1230-0120PM
	SREENATH, N 
	 

	 
	1
	
	
	

	 
	Prereq: EECS 398N. 

	11176
	EECS 400T
	GRADUATE TEACHING I 
	0.0 

	 
	Fall 2002
	TBA 
	WHITE, L 
	 

	 
	Prereq: Ph.D. student in EECS department. 

	12252
	EECS 401 
	DIGITAL SIGNAL PROCESSING 
	3.0 

	 
	Fall 2002
	T R 0830-0945AM
	BUCHNER, M 
	 

	 
	8
	
	
	

	 
	Prereq: EECS 313. 

	11187
	EECS 405 
	DATA STRUCTURES & FILES 
	3.0 

	 
	Fall 2002
	M W F 0930-1020AM
	OZSOYOGLU, M 
	 

	 
	11(25)
	
	
	

	 
	Prereq: EECS 233 and MATH 304. 

	12269
	EECS 408 
	INTRO TO LINEAR SYSTEMS 
	3.0 

	 
	Fall 2002
	M W F 0130-0220PM
	LIN, W 
	 

	 
	3
	
	
	

	 
	Prereq: EECS 304. 

	11942
	EECS 412 
	ELECTROMAGNETIC FIELDS III 
	3.0 

	 
	Fall 2002
	M W F 0130-0220PM
	MERAT, F 
	 

	 
	1
	
	
	

	11950
	EECS 415 
	INTEGR CIRCUIT TECHNOLOGY I 
	3.0 

	 
	Fall 2002
	M W F 0930-1020AM
	MEHREGANY, M 
	 

	 
	3
	
	
	

	 
	Prereq: EECS 322.
TAUGHT WITH EECS 322. 

	12274
	EECS 416 
	OPTIMIZATION THEORY & TECHNIQ 
	3.0 

	 
	Fall 2002
	R 0600-0830PM
	CHANKONG, V 
	 

	 
	10
	
	
	

	 
	Prereq: MATH 201 or equivalent. 

	11193
	EECS 419 
	COMPUTER SYSTEM ARCHITECTURE 
	3.0 

	 
	Fall 2002
	M 0600-0830PM
	PAPACHRISTOU, C 
	 

	 
	10
	
	
	

	 
	Prereq: EECS 338. 

	11208
	EECS 423 
	DISTRIBUTED SYSTEMS 
	3.0 

	 
	Fall 2002
	T R 1000-1115AM
	PODGURSKI, H 
	 

	 
	14
	
	
	

	 
	Prereq: EECS 338. 

	11968
	EECS 426 
	MOS INTEGRATED CIRCUIT DESIGN 
	3.0 

	 
	Fall 2002
	T R 0115-0230PM
	GARVERICK, S 
	 

	 
	5
	
	
	

	 
	Prereq: EECS 344 and EECS 321. 


	11996
	EECS 427 
	MEMS FOR SENSING AND COMMUNICA
	3.0 

	 
	Fall 2002
	T R 0245-0400PM
	YOUNG, D 
	 

	 
	2
	
	
	

	 
	CLASS WILL BE TAUGHT IN GLENNAN 519E. 

	11213
	EECS 428 
	WEB COMPUTING 
	3.0 

	 
	Fall 2002
	T R 0245-0400PM
	LIBERATORE, V 
	 

	 
	7
	
	
	

	 
	Coreq: EECS 425 or permission of instructor. 

	11224
	EECS 431 
	SOTFWARE ENGINEERING 
	3.0 

	 
	Fall 2002
	W 0600-0830PM
	WHITE, L 
	 

	 
	10
	
	
	

	 
	Prereq: EECS 337. 

	11231
	EECS 433 
	DATABASE SYSTEMS 
	3.0 

	 
	Fall 2002
	T R 0115-0230PM
	OZSOYOGLU, G 
	 

	 
	7
	
	
	

	 
	Prereq: EECS 341 and MATH 304. 

	12020
	EECS 452 
	RANDOM SIGNALS 
	3.0 

	 
	Fall 2002
	T R 0415-0530PM
	STAFF 
	 

	14300
	EECS 458 
	INTRO TO BIOINFORMATICS 
	3.0 

	 
	Fall 2002
	T R 0415-0530PM
	SAHINALP, C 
	 

	 
	Prereq: EECS 340, EECS 233. 

	12283
	EECS 460 
	MFG OPERATIONS & AUTOMATED SYS
	3.0 

	 
	Fall 2002
	W 0600-0830PM
	MALAKOOTI, B 
	 

	 
	Prereq: Consent of instructor. 

	11245
	EECS 475 
	AUTONOMOUS ROBOTICS 
	3.0 

	 
	Fall 2002
	T R 0830-1115AM
	BEER, R 
	 

	 
	 
	
	DRUSHEL, R 
	 

	 
	3(3)
	
	
	

	 
	Prereq: Consent of instructor.
XLIST: BIOL 475 

	 
	See Cross Listing 
	

	11259
	EECS 484 
	COMPUTATIONAL INTELLIGENCE I 
	3.0 
	

	 
	Fall 2002
	T R 0115-0230PM
	STAFF 
	 
	

	 
	30
	
	
	
	

	11262
	EECS 484 
	COMPUTATIONAL INTELLIGENCE I 
	3.0 
	

	 
	Fall 2002
	T R 0115-0230PM
	STAFF 
	 
	

	 
	PERMIT CARDS MAY OBTAINED FROM GLEN 312.
THIS COURSE SECTION ONLY FOR STUDENTS IN THE INSTRUCTIONAL
TELEVISION NETWORK PROGRAM. 
	

	 
	Permit Required
	

	11286
	EECS 485 
	VLSI SYSTEMS 
	3.0 
	

	 
	Fall 2002
	W 0600-0830PM
	SAAB, D 
	 
	

	 
	5
	
	
	
	


	12063
	EECS 489 
	ROBOTICS I 
	3.0 

	 
	Fall 2002
	M W 0430-0545PM
	QUINN, R 
	 

	 
	4
	
	
	

	 
	Prereq: EMAE 181.
XLIST: EMAE 489 

	 
	See Cross Listing 
	

	12072
	EECS 489 
	ROBOTICS I 
	3.0 
	

	 
	Fall 2002
	M W 0430-0545PM
	STAFF 
	 
	

	 
	Prereq: EMAE 181.
PERMIT CARDS MAY BE OBTAINED FROM GLEN 312.
THIS COURSE SECTION ONLY FOR STUDENTS IN THE INSTRUCTIONAL
TELEVISION NETWORK PROGRAM. 
	

	 
	Permit Required
	

	11290
	EECS 491 
	INTELLIGENT SYSTEMS I 
	3.0 
	

	 
	Fall 2002
	M W F 0330-0420PM
	ERNST, G 
	 
	

	 
	24
	
	
	
	

	12115
	EECS 500 
	EECS COLLOQUIUM 
	0.0 
	

	 
	Fall 2002
	TBA 
	BEER, R 
	 
	

	 
	7
	
	
	
	

	11306
	EECS 500T
	GRADUATE TEACHING II 
	0.0 
	

	 
	Fall 2002
	TBA 
	WHITE, L 
	 
	

	 
	Prereq: Ph.D. student in EECS department. 
	

	11319
	EECS 550 
	NEUROMECHANICS SEMINAR 
	0.0 
	

	 
	Fall 2002
	M W 0330-0420PM
	RITZMANN, R 
	 
	

	 
	XLIST: EBME 550 
	

	 
	See Cross Listing 
	

	16608
	EECS 600 
	SP TP:MED ROBOTICS & SURG SIM 
	1.0 
	

	 
	Fall 2002
	TBA 
	STAFF 
	 
	

	 
	PREQ: CONSENT OF INSTRUCTOR.
"COMPUTER ASSISTED SURGICAL SYSTEMS: MEDICAL ROBOTICS
AND SURGICAL SIMULATION." 
	

	98463
	EECS 600 
	TPC:EMERG BIO & QUANTUM COMPU 
	1.0 - 18.0 
	

	 
	Fall 2002
	M W F 1130-1220PM
	TABIB-AZAR, M 
	 
	

	 
	2
	
	
	
	

	 
	TOPIC: EMERGING BIO AND QUANTUM COMPUTING TECHNIQUES. 
	

	11322
	EECS 600T
	GRADUATE TEACHING III 
	0.0 
	

	 
	Fall 2002
	TBA 
	WHITE, L 
	 
	

	 
	1
	
	
	
	

	 
	Prereq: Ph.D. student in EECS department. 
	

	V4512
	EECS 601 
	INDEPENDENT STUDY 
	1.0 - 18.0 
	

	 
	Fall 2002
	TBA 
	STAFF 
	 
	

	V4514
	EECS 602 
	ADVANCED PROJECTS LAB 
	1.0 - 18.0 
	

	 
	Fall 2002
	TBA 
	STAFF 
	 
	


	V8204
	EECS 620 
	SPECIAL TOPICS 
	1.0 - 18.0 

	 
	Fall 2002
	TBA 
	STAFF 
	 

	V8024
	EECS 621 
	SPECIAL PROJECTS 
	1.0 - 18.0 

	 
	Fall 2002
	TBA 
	STAFF 
	 

	V5304
	EECS 649 
	PROJECT (M.S.) 
	1.0 - 9.0 

	 
	Fall 2002
	TBA 
	STAFF 
	 

	V4301
	EECS 651 
	THESIS M.S. 
	1.0 - 18.0 

	 
	Fall 2002
	TBA 
	STAFF 
	 

	V4304
	EECS 701 
	DISSERTATION PH.D. 
	1.0 - 18.0 

	 
	Fall 2002
	TBA 
	STAFF 
	 

	11335
	EECS 702 
	APPOINTED DISSERTATION FELLOW 
	9.0 

	 
	Fall 2002
	TBA 
	STAFF 
	 

	V1716
	EECS 703 
	DISSERTATION FELLOWSHIP 
	1.0 - 8.0 

	 
	Fall 2002
	TBA 
	STAFF 
	 



