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Conclusions and Future Work

7.1. Conclusions

Introduction and experimental setup:

Although network bandwidth was at a premium, most of the bandwidth was actually not used and considered wasted. During normal network operation, Harvard University uses only 10% to 16% of its 10 Mbps link [18]. One proposal to utilize the available bandwidth and make the network more cost effective is through the use of the low priority filler traffic. During the course of this research, we have studied the dynamics of the filler traffic and its effect on the normal network traffic (pre-existing traffic).

We used NS2, network simulator version 2 [26], to simulate a simple network consisting of four hosts and two routers. Each pair of hosts corresponds for either pre-existing or filler traffic. We configured the pre-existing traffic to have the highest priority and the filler traffic to be the lowest priority and the routers are configured to forward the high priority packets before any low priority packets through a special kind of queue called CBQ [15]. 

For the pre-existing flows, we used three sets of traces collected on the link connecting the university of Harvard’s main Faculty of Arts and Science (FAS) to the Internet. The traces consist of three distinct full half hours of sanitized traces collected on March 17, 1997. The first challenge we faced was to partition the traces into incoming flow and outgoing flow. That was not as easy as it sounds because the IP address was renumbered for security reasons and hence partitioning the traces based on the network IP address was not possible. We proposed an accurate heuristic to partition the traces into incoming and outgoing flows based on the global traces information available to us and recorded in [18]. The fact that the traces contain information only about the packets that are either originated from Harvard or terminating at Harvard (no packets originated from and terminated at Harvard are recorded on the traces), allows us to first partition the datasets into a set of bipartite graph where each node on the graph corresponds to a unique IP address. Then we formulated the problem as an integer linear program to minimize a linear objective function subject to some linear and integrality constraints. The characteristics of the partitioned traffic (i.e, total number of packets and the number of bytes transferred in both directions) were very close to the global characteristics of the original traces and in the worst case they differ by no more than 6%.

We studied two types of filler workloads: CBR/UDP (Constant Bit Rate) and FTP/TCP. These two types of filler traffic differ in the rate they inject filler packets into the network. While CBR injects packets at a constant rate regardless the network conditions, the rate of the FTP, on the other hand, was controlled by the TCP congestion control mechanism. In order to capture the effects of the filler traffic on the pre-existing traffic, we did a set of experiments for each changing parameter. Each of these set of experiments was conducted by changing only one parameter while keeping the rest unchanged. The parameters that we changed during the course of the simulations were link bandwidth, link latency, and filler buffer size. Additionally, with CBR filler traffic we also experimented with different CBR rates and different CBR packet sizes.  Upon the completion of the simulations, we filtered the NS output to collect the following packet dynamic for each flow on the center link: 1) the average utilized bandwidth, 2) the average packet delay, 3) the percentage of dropped packets, and 4) the amount of transferred bytes aggregated every 0.1 second. Each of the first three of these packet dynamics was charted versus the changing parameter. The last set of information was used to do some time series analysis, mainly, self-similarity and long-range dependence.

Filler traffic unobtrusiveness:

We showed that two properties of the filler traffic have to be maintained in order for the filler traffic to be considered successful; that is, the filler has to be unobtrusive to the pre-existing traffic while maintaining a reasonable level of performance. Feldman [16] shows that these two properties hold for the FTP/TCP filler traffic. For CBR traffic, we showed that the CBR filler was also unobtrusive to the pre-existing traffic. The unobtrusiveness property of the filler traffic can be reduced to the question of how invisible the filler traffic was from the pre-existing traffic viewpoint. We then calculated the packet dynamics of the pre-existing traffic to see how the introduction of the filler traffic alters these dynamics from their original values.

Results show that the existence of the filler traffic does not add any extra significant delay to the pre-existing packets. For the smallest bandwidth that we experimented with, there was only approximately 3% increase on the delay. However, with higher bandwidths, this increase drops down to almost zero percent. Despite the natural increase on the delay due to the increase on the link latency, changing the link latency does not add any extra queuing delay to the pre-existing packets. Changing the CBR rate, the filler buffer size, or the CBR packet size also does not increase the average delay of the pre-existing packets. We also showed that there were no pre-existing packets dropped due to the existence of the CBR filler traffic. The throughput of the pre-existing traffic also remains at its original level before introducing the CBR filler traffic. 

To summarize, we showed that the existence of the filler traffic does not affect the performances of the pre-existing traffic. In other words, the filler traffic remains invisible to the pre-existing traffic while exploiting the available unused bandwidth.

Filler traffic performance:
We then looked at the other property of the filler traffic, the performance. The question was “does the filler traffic actually accomplish data transmission?” To answer this question we considered three dynamics of the filler traffic: the average delay, the average throughput, and the drop rate. When the link bandwidth was 10 Mbps, the average delay of the CBR packets was only less than 2 milliseconds higher than the average delay of the pre-existing packets. We also showed that, as the CBR rate increases, the average delay of the filler packets increases. We recommend setting the rate of the CBR to be no higher than the amount of available bandwidth after subtracting the average throughput of the pre-existing traffic. Results also showed that as the CBR packet size increases, the average delay also increases. This was due to the natural fact that the bigger the packet, the longer it takes to transmit. We showed that the average filler delay increases linearly with unit slope as the link bandwidth increases. Like the pre-existing traffic, we conclude that there was no significant extra queuing delay added to the filler packets due to the increase on the link latency. 

We also showed that the drop rate of the filler packets was very high when the link bandwidth was small. However, as the bandwidth grows enough to accommodate both the pre-existing traffic and the filler traffic, the drop rate decreases exponentially until it was less than 0.1% when the link bandwidth was 10 Mbps. Similarly, increasing the CBR rate more than what the line can handle, results in a high drop rate on the filler packets.  We also showed that, although the drop rate of the filler packets increases as the size of the CBR packets increase, it was never higher than 0.7%. Our results showed that varying the link latency results in no change on the drop rate of the filler packets. 

Regarding the throughput of the filler traffic, we showed that increasing the link bandwidth increase the filler throughput but only up to a certain point after which the throughput remains constant. We showed that this behavior was due to the constant and fixed rate the filler injects packets to the network. We conclude that having more bandwidth than the sum of the filler rate and the average throughput of the pre-existing traffic will not lead to increasing the throughput of the filler traffic. Similarly, as the CBR rate increases the throughput of the filler traffic increases but again up to some limit because of the same reason described above. We showed that varying the link latency does not change the throughput of the filler traffic because changing the latency does not affect the capacity of the line but it just makes it a longer link.

In conclusion, we showed that the filler traffic could actually accomplish data transmission efficiently. We also showed that setting the rate of the CBR filler to be no higher than the available bandwidth after subtracting the average throughput of the pre-existing traffic, guaranties low delay, low drop rate, and high throughput of the filler traffic. 

Self-similarity and burstiness:

We then studied the time series of the amount of bytes transmitted every 10 milliseconds by each flow through the center link. Specifically, we used three different methods to calculate the self-similarity parameter (Hurst parameter H) for each flow as well as for the aggregated flow. Moreover, we plotted the amount of transmitted bytes across the center link every 0.1 seconds, 1 second, 10 seconds and 30 seconds. 

For CBR filler, we showed that there was a point on the link bandwidth before which the aggregated traffic was always not self-similar (H < 0.5) and after which the aggregated traffic was always self-similar (H >0.5). We found that this cut off point occurred at the bandwidth that is equal to the sum of the filler traffic and the pre-existing traffic. In other words, when the amount of the aggregated traffic was less than the available bandwidth the traffic was always self-similar and, on the other hand, it was not self-similar when this amount was exploiting all the available bandwidth. H remains around 0.9 (self-similar traffic) for all CBR rates that were less than the amount of available bandwidth after subtracting the average throughput of the pre-existing traffic. The above explanation holds true for the CBR rate as well except for one case. When the sum of the aggregated traffic amount was greater than the available bandwidth and, on the same time, the rate of the filler was less than the link bandwidth, then H reaches its highest value. We also showed that the filler buffer size, CBR packet size, and the link latency do not have any significant effect on the self-similarity of the aggregated traffic. 

Although the self-similarity of the aggregated traffic seemed to be greatly affected by the introduction of the filler traffic, our experiments showed that the self-similarity of the pre-existing flow after introducing the filler traffic remains at the same value before the introduction of the filler traffic. This is further supporting evidence that the filler traffic was unobtrusive to the pre-existing traffic not only in terms of packet dynamics but also in terms of the variability and the shape of the traffic. 

When a FTP/TCP filler was used, H of the aggregated traffic decreases as the link bandwidth increase. We showed that this effect was due to the adaptive nature of the TCP congestion control and due to high portion of the FTP/TCP traffic in utilizing the link especially for large bandwidth values.  We also showed that both the self-similarity of the pre-existing traffic and the FTP/TCP filler traffic remains unchanged while varying the link bandwidth. 

7.2. Future work

Low Bandwidth networks

All the experiments conducted involved networks with medium to high bandwidths. Therefore, it has been determined that the usage of the filler traffic is a feasible option on these type of networks. However, in networks with low link bandwidth, the filler can have more significant impact on the pre-existing traffic as well as on the performance of the filler itself. When the bandwidth of the network is small, filler packets takes longer to transmit. This could cause the pre-existing packets to stay longer on the buffers and hence substantially delaying the pre-existing packets delivery. Because of this, future work is being done to study the filler traffic dynamics on a network that has low link bandwidth such as a bank of modems. Adam Feldman [16] collected data for a bank of modems at an Internet service provider. WinDump was used to record incoming and outgoing packets.

More packet dynamics

Additionally, there are also some other packet dynamics that should be studied further to better understand the effects of the filler traffic on the pre-existing. These dynamics include, ack. compression, out of order delivery, and fairness. 

Also answering the question of “How H affects the performance parameters?” is another important issue that should be further studied to better engineer for the network and server design. 

Congestion control

Filler traffic can be sent over a TCP congestion control. However, in some cases, low-priority traffic is sent to complement a parallel flow. For example, prepushing and prefetching can generate filler traffic whose lifespan overlaps that of the regular HTTP/TCP connections. For these applications, filler congestion control can exploit information gathered be previous or concurrent TCP connections. We propose to study if and how the state of concurrent connections, integrated congestions mangers or application-level framing can help the filler traffic congestion control mechanism.  

Furthermore, an ordinary connection can benefit by transmitting some of its data on a concurrent filler flow, as, for example, TCP fast start. The purpose of the filler flow is to increase throughput with aggressive choice. Clearly, several congestions control mechanisms are possible. We propose to study their trade-offs in terms of throughput, resource utilization, fairness, stability, convergence and burstiness.

Router and server support

Priority routing can be implemented in hardware and priority routers and be feasibly deployed in the Internet. However, this process will come at a substantial cost and we initially expect the simultaneous presence of routers that do and do not support strict prioritization. We believe that filler traffic can be implemented in most differentiated service policies, with possibly minor modifications. These modifications need to be studied. It is also critical to study the interoperability of routers that do not support differentiated service. 

Moreover, at the server site the differentiated service methods need to be studied to give on-demand requests preferential treatment over filler traffic. Another problem is that end-points need to monitor bandwidth usage and generate filler traffic only when they have spare bandwidth. We plan to examine the performance and trade-offs of various monitoring techniques.  Since filler traffic should be generated only when resources are available, applications are driven by asynchronous events.

Another factor that is needed to be studied is the impact of the parallel and distributed servers on the applicability of filler traffic. A first issue is to assign and schedule filler jobs across a multi-system server. Multiprocessor assignment and scheduling is an extensively studied area, and it poses novel challenges under filler traffic. In particular, scheduling of filler traffic must take into account that background activities exploit only spare capacity, and that spare capacity evolves over time in an unpredictable way. 

Some applications that use filler traffic also establish state at the server site: for example, prepushing establishes state for clients in order to predict their future requests. An open question is to reduce per-client state so as to achieve higher scalability. 

Prototype

We believe that it is possible to provide a unified support for filler traffic across different applications, and a prototype should be implemented for generic support of filler traffic. The prototype will consist of add-on modules for server and proxy software and applets for client browsers. The performance of the prototype should be characterized and monitored. A standard API for filler traffic could be proposed as an RFC.
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