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Abstract

On the Internet, there is a well-documented requirement that much more bandwidth ke
available than is used on average. This extra bandwidth is required to handle “network spikes’,
those times when retwork traffic pegks, using much more bandwidth than is normally needled.
Sometimes these spikes can be quite large, requiring a network be provisioned to provide two to
twenty times the bandwidth than it uses on average in order for the network to maintain its
adequate speal of operation and prevent degradation for its users. Thus, for a network to achieve
acceptable performance a good portion of its bandwidth must sit idle most of the time. Due to
the oft high prices of bandwidth, this is either not feasible or leals to quite awaste of money. If
this extra bandwidth could be used for other adivities while it is not needed to handle aspike of
traffic, then the network would be much more st effedive. The goa of this projed is to
determine amethod of alowing the extra bandwidth to fill its idle time by carying low priority
traffic. 'When the network spike occurs, normal traffic would take priority over this “filler”
traffic, allowing the network to use this bandwidth as if it had been idle. Sincethe filler traffic is
composed of non-time sendtive data, the interruption the spike caises is expeded and not
disruptive. This way the network is equipped to handle dl spikes of traffic without slowdown,
while & the same time, the excessbandwidth is being used to acemplish work.

The problem in exeauting this ideais deading the nature and spedfics of the filler traffic
in such a way that prevents it from interfering in any way with the normal, or pre-existing,
traffic, yet ensures that it will eventually read its destination. To seethe dfeds different types
of traffic have on the pre-existing traffic, the results of a network smulation, using traffic data
from a Harvard trace aad completed with NS-2, were studied. The smulation was exeauted
many times for the same input data, to seethe dfeds of changing dfferent parameters, such as
bandwidth and latency of the central link of the smulated network. The results of this
experiment are padket dynamic, bre&king down into three items, which were darted over the
experiments, for a given changing parameter: average padet delay, percent of dropped padets,
and the anount of bandwidth used. Ead of these result categories were plotted separately based
on which type of traffic (pre-existing and filler) and which diredion, to show how the filler
traffic in one diredion affeds the pre-existing traffic in both diredions.

The resulting output charts indicate that the ideaof implementing filler traffic is feasible.
They also confirm that the parameters can have anoticedle impad on the dfed the filler traffic
has on the pre-existing traffic. If the cedtral link has too low of a bandwidth, then the pre-
existing traffic is dowed. On the other hand, the usefulnessof the filler traffic is also dependent
on the parameters used. For example, if the latency is very large, then the delay of the filler
padkets will i ncrease.



Introduction

With today’s heavy usage of the Internet, bandwidth is at a premium. Despite the high
cost of bandwidth, it is necessary for a provider to make available much more bandwidth than is
regularly used. This is due to the burstiness of the traffic. Although most of the time agiven
network will only use a certain amount of bandwidth, occasionaly extra bandwidth will be
neeled to acount for temporary increases in traffic (bursts), otherwise, a burst can cause a
sowdown aaossthe network [1]. In order to prevent this potential dowdown, a network must
have much more bandwidth than it normally uses, as much as 20 times what is normally used
[2], as siown in Figure 1.
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Figure 2. Extra Bandwidth Utilized budget. However, if the extra bandwidth could
be used, carrying “filler traffic”, it would no longer al be wasted. 1SPs would be dle to sell this
excess bandwidth for spedfic uses during the times it is not needed to handle aburst of traffic.
Thus the bandwidth would be used to save money, making high levels of service st effedive.

In order to succesdully implement filler traffic, there must be away of giving the pre-
existing traffic ahigher priority than the filler traffic. Otherwise, the transmisson of fill er traffic

will not be halted when the bandwidth is needed by pre-existing traffic. This can be done using
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strict prioritizaion, which works by assgning spedfic priorities to eat padet. In this method,
it is easy to determine which padkets ould be sent immediately, and which are forced wait until
there ae no other padkets waiting. Without this prioritization method, all padkets would have
the same priority, and would be sent in the same order they are recaeved. In pradice, thereisa
buffer where padkets “wait” until they can be transmitted. Normally, padets are placel in the
buffer and sent using a first in, first out scheme. However, by using strict prioritization, padkets
with high priority are &le to put in the front of the buffer, aheal of the padets with a lower
priority. This is useful when certain padets need to be sent with preferential treament.
Streaning multimedia and other red-time gplicaions have aneeal to be sent with bounded
delay and padket loss Strict prioritization would alow the pairing of these padkets of high
importance with packets which do not require & high of a level of service In this way, more
bandwidth can be utilized on aregular basis.

In pradice, this filler traffic system would
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Figure 2. Extra Bandwidth Utili zed

Upon the continuation of normal traffic levels, filler traffic can resume transmitting. This would

alow bandwidth which was once wasted to be utilized, as $1own in Figure 2. The problem at

hand is to determine how fill er traffic afeds the transmisson of pre-existing traffic.



Application

Because the excess bandwidth is needed at specific, unpredictable times, it must remain
available to carry normal network traffic. Prioritization allows pre-existing traffic access to the
extra bandwidth during those periodic times when it is needed to prevent a network slowdown.
Additionally, filler traffic should not be time sensitive, as pre-existing traffic can greatly delay its
delivery.

In spite of these requirements, there are many possible uses of this extra bandwidth. For
example, two that are currently being researched are FastStart [5] and Prepushing [6].
Additionally, distributed computing applications, such as SETI@Home, and continuous sensor
data acquisition, as in weather station readouts and Global Postioning Systems, can take
advantage of acting as filler traffic to collate data. Findly, further utilizations include data

backup and cataloging, such as web spidering, across the network.

Important Factors to Study

In order for filler traffic to be considered successful in fulfilling its objectives, there are
two factors which must be considered. Filler traffic must be unobtrusive while maintaining a
reasonable performance. Thus, it is important to study not only how it performs, but also its

unobtrusiveness from the point of view of the pre-existing traffic.

Filler Traffic Unobtrusiveness
This is a measure of how the filler traffic affects the pre-existing traffic. Idealy, the pre-
existing traffic (or, more specificaly, the users who are transmitting the pre-existing traffic)

should not even be able to tell that the filler traffic exists. As per the problem specifications, the

5



filler traffic should only be using the bandwidth which is stting idle — and when that bandwidth
neals to be used by pre-existing traffic, filler traffic transmisgon is instantly put on hold.
However, this exadness is not possble. For example, padket-switched networks, such as IP
networks, do not alow for padket transmisson to be halted mid-padket. Therefore, it is certain
that the filler traffic will have some dfed on the pre-existing traffic. The task at hand is to
determine how grea that affed is. In order to do this, the variables which must be examined are
average utilized bandwidth, average delay, and percent of dropped padkets, all of the pre-existing
traffic. If the utilized bandwidth goes down, or the delay or dropped padkets goes up, then the
filler traffic is negatively affeding the pre-existing traffic, and it must be determined how gred

thisaffed is, and how to minimizeit.

Filler Traffic Performance

The performance of the filler traffic is a study of how much useful work is being
completed by the filler traffic — i.e. how much data is siccesdully being sent. It is grea if the
filler traffic is totally unobtrusive, remaining invisible to the pre-existing traffic, however, if this
results in few or no filler padkets being succesdully sent, then its usefulnessis very limited. To
measure the performance of filler traffic, the same three variables as above must be mnsidered —
but with resped to the filler traffic. Simultaneoudy, the filler traffic delay and percent of

dropped padkets must be minimized, while its utili zed bandwidth is maximized.



Experiment Information

Network Simulation

All experiments to study the dfeds of filler traffic on an IP network were cnducted
using Network Simulator, version 2 (NS-2). [7] NS-2 uses data gathered from a red network
containing information about the source destination, size, type, and time of eat padket.
TCPDump was used to gather the padket information between Harvard and the Internet in 30
minute segments. Three of these traces made up the pre-existing traffic for these experiments.
They were gathered on March 13", 1997 starting at 8:39, 12:39, and 1639, respedively [8]. The
traces represent all of the padets traveling between Harvard's locd network and the rest of the
Internet. This traffic flowed aadoss Harvard's 10Mbps Ethernet link to the Internet, and was

divided into two flows, incoming and outgoing.

Type of Filler Traffic

The type of filler traffic studied in these experiments is transmitted using FTP. Thus, the
filler traffic was transmitted as an infinite file usng TCP congestion control. Seledive
Acknowledgement TCP (SACK) was used — it was determined to be agood choice becaise it is
a commonly used, modern version, being supported on amost 40% of clients as of March 200Q
and its usage is growing [9]. Sad allows the recever to return information to the sender about
which padkets were receved, even if they were receved out of order. Additionaly, delayed
adknowledgement was implemented, so that adks could be delayed and aggregated at the
recaving side. After a bit of testing, the advertised window was %t to the very large vaue of

20,000, to smulate infinity, so that it would not be alimiting fador in the experiments.



Network Topology

The network studied had a dumbbell topology, as $1own in Figure 3. Nodes 4 and 5were
routers which managed the padet flow aaossthe cantral link. Nodes 2 and 3were mnneded to
the routers, one eadb, via high spedl links, and represented the cmputers in Harvard's network
and the rest of the Internet, respedively. These were the nodes that the pre-existing traffic
traveled between. Finally, node O represented the filler source, while node 1 represented the
filler destination. These two nodes were dso conneded to the routers with high speed links.
Because the end nodes are conneded to the midde nodes using high speal links (much higher
spedl than the centra link), ensuring that they are not the bottlened of the network, only the
information relating to padkets traveling aaoss the ceitral link will be studied by these
experiments.

Additionally, a control experiment was conducted with ro filler traffic to get a basis of
comparison for the rest of the experiments. The results of this experiment indicaed that the
network was st up correaly, and that the analysis ftware functioned acairately, as nothing
surprising was found. It also aded as a cmparison baseline for the rest of the experiments.
Findly, experiments were exeauted which switched the filler source with the filler destination,
thus reversing the flow of the filler traffic. Due to the symmetric nature of the network, this

resulted in unremarkable dhanges to the results.
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Figure 3: Dumbbell Network Topology

Central Link Parameters

Ead experiment was designed to study how varying a spedfic parameter changed the
effed that filler traffic had on the pre-existing traffic. Initially, a base value for eat parameter
was €leded, and a single run of NS-2 was exeauted using these base values. Then, one by one,
eah parameter was changed to one of several aternate values while the rest of the parameters

remained set to their base values. The parameters (and their values):

Bandwidth — This is the anount of bandwidth on the central link. The central link is designed to
be adupex link, meaning that the value of the bandwidth is the anount of available bandwidth
in ead diredion. The base value for bandwidth is 10 Mbps, which was ssleded becaise it is the

aaual link of the Harvard traces. The varied values were initialy 3, 4, 6, 8, and 15Mbps.



Latency — The latency is the amount of time it would take for a zeo size padet to travel aaoss
the cantral link. The base value of latency is 20ms. Experiments tested additional values of

latency of 3ms, 10ms, 30ms, 40ms, and 250ms.

Filler Buffer — This is the size of the buffer which is used to store padets waiting to be sent
aaossthe cantral link. If this buffer is full, and another padket is realy to be sent, it will be
dropped. Therefore it is important that the filler buffer is not too small. However, if the filler
buffer is too large, the average delay will i ncrease, because padkets must “wait in line” for a very
long time. Initialy, the base value for filler buffer was 16KB, while the other tested values were
4KB, 8KB, and 3XB. Preiiminary studies produced the predicted results of increasing delay
and deaeasing dropped padets as buffer size increases. However, having a filler buffer of
16KB caused a dde dfed while trying to study latency. As latency increased, utilized
bandwidth went down becaise many padets were dropped as the filler buffer becane full.
Therefore, the final experiments were dl conducted with a filler buffer equal to 1.3 times the
product of the bandwidth and latency of the given experiment. This product is cdled the
bandwidth delay product (BDP), and is a measure of the total number of bytes of traffic that can
be on the link at any time [10]. This dynamic filler buffer, which increases as latency increases,

can support any latency.
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Packet Dynamics

Upon the completion of these experiments, statisticd data relating to the padket dynamics
was gathered from the ns-2 output. This data was gathered using software | wrote designed to
focus on Average Delay, Percent of Padkets Dropped, Average Throughput, and Ack
Compresson (the latter is not used). The Appendix contains documentation relating to the usage
and output of this oftware. Each measure is cdculated and studied by flow — the data aout

padcketsfrom 0 to 1 is separate from the data for padkets from 1 to 0, etc.

Average Delay — Thisis the arerage anount of time it takes a padket to be sent, from the time it
is dequeued from the buffer on one node of the central link, until it is receved at the destination
node & the other end of the central link. There ae two types of padkets, regular data padkets and
adknowledgement (adk) padkets. Ack padets are padets which are sent from a destination to a
source to let the source know that the destination hes receved data padkets. The average delay
for each of these is measured and cdculated separately, then are averaged together. Thisis done
to fadlitate the cdculation of adk compresson (seebelow). Ead time apadket of a given type
(regular or ad) is encountered, its delay is added to a total delay variable, while a ounter
variable is incremented. At the end, the average delay is cdculated by dividing the total delay by

the number of padkets encountered.

Percent of Packets Dropped — The percent of padkets dropped is merely a measure of the number
of padkets dropped dvided by the total number of padets, expressed as a percent. It indicates
what percent of the total number of padkets were enqueued but never dequeued or receved

because the fill er buffer was full, preventing the padket from being saved.
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Average Utilized Bandwidth — This is the arerage number of bytes per second that were sent
aong eadh flow. Normaly throughput varies from utilized bandwidth becaise utilized
bandwidth is a measure of the total number of padkets snt, whereas throughput does not include
dupicae padkets which have been resent due to being dropped. However, in these experiments,
utilized bandwidth is the same & throughput because the only dropped padkets are dropped
before they are sent aadossthe central link. Utilized bandwidth is cdculated by dividing the tota
number of recaved bytes (total bytes — dropped bytes) by the total time of the experiment (time
last padket is recaved — time first padet is snt). Thisresultsin bytes/sec which is converted to

KB/secfor convenience

The final two pieces of data gathered from the ns-2 output are distributions of data. First,
is the distribution of the delays - for ead 0.001 second increment, the number of padets which
had a delay in that increment is recorded. Finadly, the time series of the total number of bytes
transmitted in every 0.1 second increment of the experiment (18,000 such increments for a 30

minute experiment) is recorded.
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Results

Filler Traffic Unobtrusiveness

This dion relates to how “invisible” the fill er traffic was to the pre-existing traffic. The
goal is for the filler traffic to have no effed on the pre-existing traffic. To determine the dfed,
if any, the padket dynamics of the pre-existing padkets are examined. First, the average padet
delay, the throughput, and the percent of dropped padets of the pre-existing traffic will be
studied as bandwidth changes, then as latency changes. Since the usefulness of the filler traffic
is not related to its unobtrusiveness this ®dion only deds with the statistics for pre-existing
traffic. Additionaly, normal filler padets only flowed in one diredion. The ak padkets flowing
in the other diredion were observed to have virtualy no affed on the pre-existing traffic, and
were thus not included. For ease of readability and comparison, al of the following charts are
patterned the same. “Pre-existing” or “Filler” in the darts titles indicates which flow is siown
on the dart, while “With Filler” and “Without Filler” in the legends represents experiments
which were mnducted with and without filler. On all charts, the solid lineg(s) pertain to tracel,
while dashed is for trace2 and dotted for trace3. Finaly, all experiments which included fill er
traffic ae represented by dark colored lines, while the wrresponding fill er-free eperiments are a

lighter shade of the smilar color.
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Average Delay vs. Bandwidth - Figure 4 shows the average delay of the pre-existing packets for
each trace as bandwidth varies, both in experiments with filler traffic and with no filler traffic.
The experiments with no filler traffic are included as a comparison, to help determine the exact
effect that filler traffic has on the pre-existing traffic. Consider trace 2, as it has the largest initial
gap between filler and non-filler experiments, albeit dightly. At the lowest bandwidth of 3 Mbps,
which is only a little more than double the average throughput of the pre-existing traffic, there is
only approximately a 4% increase in average delay. The difference drops steadily, until it is less
than 2% with a bandwidth of 10 Mbps. In genera, as bandwidth increases, the gap between

filler and non-filler experiments decreases.
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Dropped Packets vs. Bandwidth - As seen in Figure 5, there are no dropped packets once
bandwidth increases to between 4 Mbps and 6 Mbps. However, until that point, there are
dropped packets in both filler and non-filler experiments. The data points that have the biggest
difference between the filler and non-filler experiments are for trace 1, a 3 Mbps. It should be
noted that this is an amost starved network. Here there is a 3% difference, meaning that the
filler traffic causes only 3% more packets to be dropped in the pre-existing traffic. This increase
is very small, amounting to 3 out of 25,000 packets, while without filler traffic, 1 packet in 250

are aready being dropped.
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Figure 5. Dropped Packets vs. Bandwidth (Pre-existing)
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Throughput vs. Bandwidth - There were no experiments conducted which involved a central link
bandwidth of less than the average throughput of the pre-existing data. Because of this, the
throughput of the pre-existing data, which is at a higher priority than the filler traffic, should not
decrease due to the presence of filler traffic. Close examination of Figure 6 shows that this is

what occurred. There was no reduction in throughput due to the existence of filler traffic.
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Average Delay vs. Latency - Since latency is a measure of how long it takes a packet to cross the
central link, it is to be expected that the average delay increase linearly with time. Again, the
experiments with no filler traffic are included in Figure 5 to demonstrate that the average delay
of pre-existing packets barely increases due to filler traffic. For example, intrace 1 (of Figure 7),
the average delay for packets with filler present, after link latency is subtracted out, is 0.3491ms,
while the same value when filler traffic is present is in the range of 0.745ms. This appears to be
a large increase (more than double), but when the link latency is figured in, this increase in delay
is very small, less than 1% for a latency as low as 40ms (see Appendix for information related to
low BDP networks). Again, filler traffic has only a very small affect on pre-existing traffic,

regardless of latency.
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