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Networked systems are built from communicating components that are reactive. For example,
a server is a continuously running daemon that responds to client requests online [9]. As another
example, a TCP source adaptively and dynamically regulates its sending rate depending on the real-
time stream of acknowledgment packets [8]. Major objectives of reactive distributed systems are,
among others, its scalability, fault-tolerance [9], and real-time performance. However, the textbook
definitions of computational complexity is particularly appropriate for modeling batch computation.
In these models, the objective is to minimize the worst-case asymptotic running time given any one
instance. Although batch computation will remain critical in Networked Computation, more work
is needed to understand its reactive and adaptive aspects.

Current work in the Algorithms community has mostly focused on online algorithms, in which
a sequence of decision is made with no knowledge of the future, and on their competitive analysis,
which is basically worst-case relative performance [2]. The worst-case analysis often leads to trivial
results and, in these cases, it is hard to justify (e.g., [6]), so that research has examined restricted
adversarial models (e.g., [4]). Networked computing has also relied on game theory and mechanism
design to model the competing demands of heterogeneous players in a distributed environment
[7]. An orthogonal approach is control theory . For example, control theory has been used for
load balancing problems (e.g., [5]). Control-theoretical method have been successfully employed in
TCP congestion control, where traffic sources and network delays are modeled as a scalar linear
system and a queue management mechanism is viewed as a controller for such a system (e.g.,
[1, 3]). Control-theoretical approaches benefit from the level of maturity of the field, from its use
of real-time system properties, and also because it largely avoids worst-case analysis.

In summary, real-time, reactive, and online processing should be a cornerstone of the Theory of
Networked Computation. There are research directions, often in distinct communities (e.g., online
algorithms and control theory).
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