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Timing Problems in
Real-time Control Systems:
Problem Formulation

Bjérn Wittenmark!  Martin Torngren’

Abstract

This report gives descriptions of different timing problems in connection with
scheduling in and architectural properties of real-time systems. Many real-time
systems are today built up in a decentralized way using several processors. The
communication between the processors causes delays, which must be consid-
ered in the control algorithms and when scheduling the different tasks in the
system. The execution of several tasks on one processor can cause unacceptable
time-variations for control purposes. Transient errora can also affect control
system performance. A literature survey is given and typical problems are
formulated and discussed.

1. Introduction

Many real-time systems are today implemented as multiprocessor or distributed
computer systems and the different tasks are performed in different proces-
sors. Processors may be conniected to different sensors and actuators and con-
figured to cooperate in performing one or more feedback control functions. As
a consequence timing problems can arise when implementing real-time con-
trol systems. For example, the network can cause time-varying delays in the
communication between different parts of the system, and the multiplexing of
several tasks by operating systems can cause unacceptable time-variations for
control purposes.

The focus in this research is on timing problems for applications based on
ordinary discrete-time control theory. In this theory time-invariance is usually
assumed and it is common to use equidistant sampling. Time-invariance in
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turn requires that control delays are constant and known, that control and
sampling actions take place a well defined instants in time, and that no tran-
sient errors take place. Alternatively, if time-variations exist, they must be
negligible compared to the dynamics of the controlled process or included in
the model of the process,

Traditionally, it has often been assumed that a computer system imple-
mentation of an automatic control system does not violate any assumptions
made in design, simulation and verification. That is, while inaccuracies, dis-
turbances ete. have been extensively treated at the process side, very little
work has treated deficiencies in the computer system implementation of the
antomatic control system. Sometimes conservative scheduling is used by in-
creasing sampling and communication periods in order to make time variations
negligible.

A control delay corresponds to the time interval between related sam-
pling and actuation actions. To relate this to real-time system terminology,
the validity interval of sensor data - i.e. the allowed data age - corresponds
to the maximum allowed control delay. In the simplest case, the control de-
lay corresponds to the computational delay in the control algorithm. In a
distributed control systern, feedback control loops in many cases have to be
closed over a communication network because sensing and actuating devices
are physically separated. This type of systems are sometimes called Integrated
Communication and Control Systems (ICC5), Ray (1989). In such systems
a control delay belonging to a feedback control loop closed over a network
will depend on a number of parameters including related computation delays,
communication delays, synchronism between distributed control functions and
the sampling (commmmnication/computation) periods of the control functions,
Térngren (1992). Thus, careful design is needed either by the control engineer
to compensate for time-varying delays, or by the computer engineer to pro-
vide a computer system in which control delays are guaranteed to be constant.
These two options illustrate the need for multidisciplinary interaction between
control and computer designers.

Amnalysis of control systems with time-varying delays has been treated to
some extent, see Hirai and Satoh (1980}, Ray (1989), and Shin and Kim (1992).
The applicability of the theory for performance and stability robustness to such
problems have so fat not been investigated. New results for robust control can
be used for this kind of investigation.

Jitter can be defined as time-variations in actual start times of actions, as
opposed to stipulated start times. Jitter depends on clock accuracy, schedul-
ing algorithms, and computer hardware architecture. Without proper design
large jitter effects will result, e.g. due to variations in execution times. In im-
proved designs the worst case variation (jitter) in the sampling period can be
predicted. However, in practice no system will have zero jitter. It ia therefore
important to derive robust controllers that can guarantee performance despite
jitter. Similarly to the above problem there are two solutions here from the
control or computer side, and interaction between the two disciplines is needed.

Transtent errors, for instance, caused by loss or corruption of control re-
lated state variables during network communication, may temporarily violate
the timing behavior of the computer. One way to recover from such errors is to
detect loss of measurement and base the next control action on prediction of
the ouiput of the process. A more serious ertor, a temporary blackout, refers to
a transient fault which causes the control system to behave in a non predicted
way (e.g. no action at all or erroneous action) for a certain period of time. It



is more difficult to detect and handle such situations when the control actions
do not reach the process. Especially in safety related systems it is important
that these problems are considered and that adequate robustness is provided.
The analysis of such phenomena has not until recently been treated, Ray and
Halevi (1988), Shin and Kim (1992).

A related issue connected to scheduling is intentional changes in the sam-
pling period. This might, for instance, be done due to computer failure in
a multi-processor system. A graceful degradation may then be obtained by
controlling less often. In such cases it could be necessary to redesign the con-
trollers. In time critical systems there may not be time to do this. Simpler
ways to do the recalculations can be used. See Wittenmark and Astrom (1980),
Astrém and Wittenmark (1990), and Albertos and Salt (1990).

As the use of automatic control systems move towards more and tore de-
manding applications with higher sampling rates, distributed computer imple-
mentations and higher demands on dependability, "second order effects” due
to computer system deficiencies with respect to the timing behaviour become
more and more apparent, and as a consequence can no longer be neglected.

There is a lack of design and analysis tools/methodology, and so far real-
time control systems have been designed either by neglecting the effects of
improper timing, by using conservative scheduling or by ad hoc methods,
which are not guaranteed to work.

Goal of the project

This report is part of the NUTEK project 93-3485 Distributed Control of Safety
Critical Motion Systems (Dicosmos). This is a joint research project between
the Department of Computer Technology at CTH, DAMEK at KTH and the
Department of Automatic Control at LTH. The goal of the part of the project
that is to be done at LTH is to investigate, theoretically and experimentally,
the influence on performance of time scheduling and jitter. Further the goal
is to use robust design methods to derive controllers that are robust against
jitter in sampling period. Redesign methods when making intentional changes
in the sampling period will be investigated. In this work we will cooperate
with CTH and KTH in the formulation and investigation. The expertise at
CTH will help in the modeling phase. The proposed research follows previous
work at DAMEK on distributed control. The goal of the part of the project
that is to be done at KTH is to investigate from the real-time point of view
the influence on performance of time-varying delays and various compensation
methods. There is a common interest between KTH and LTH in the described
research work.

The project is addressing problems that are highly relevant for the the-
ory and practice of sampled-data systems as well as for real-time systems.
It is expected that the described work will provide a base of knowledge for
establishing models, useful for multidisciplinary design of ICCS.

Outline of the report

Section 2 contains a description of a real-time system for robotics applications
designed at the Department of Automatic Control at LTH. The intention is to
show a specific system and to discuss possible causes of problems and their so-
Iutions. A more detailed description of important timing problems in real-time
control systems is given in Section 3, Different problems that will be consid-
ered in the project are discussed and references are given. Section 4 contains
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Figure 1. Schematic block diagram of a real-time aystem for robotics applica-
tions. Dats between the processing ISP nodea and the actuation and measnre-
ment nodes is trensferred via serial communication.

different models for systemns with network induced delays. The different prob-
lems are briefly discussed and exemplified in Section 5. Conclusions are given
in Section 6 and references in Section 7. The appendix gives a glossary of the
concepts used in the project.
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2. A real-time system for robotics applications

To illustrate different timing problems we will describe a specific system where
detailed knowledge is available, Figure 1 shows a schematic block diagram of a
real-titne system for robotics applications. The system has been designed and
built at the Department of Automatic Control, LTH. For further details we
refer to Nilsson (1992). The intention has been to build an experimental system
that is reliable and flexible. It is used for experiments with new controllers and
design concepts for robot programming.

The controlled robot is an ABB Irb 2000 equipped with three phase AC-
motors. The drive electronies of the original system is still used, but the control
computers and the measurement system has been replaced by new hardware.
This means that even the commutation control of the AC-mators is performed
in the new controller. An outline of the DSP part of the system is shown in
Figure 1. One digital signal processor, DSP1, schedules the control actions to
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the actuator. It follows a schedule for the different control loops and uses data
like set points and measurement values from the input buffer. Each output
package from DSP1 contains current references for two phases (12 bits each)
of the motor. In connection with the drive electronics for each motor there is
hardware which unpacks the data and determines the desired currents for all
three phases of the motor. The serial data also continues to the measurement
nodes, where the address and control bits initiates a sapapling of the position
of the motor. The data in all the serial communication lines are transferred
synchronously in 32 bit packages. Each package contains one sample including
address and control bits. The sampling rate is 48 ksamples/s. The data is then
transferred to DSP3, which collects the data using interrupts. The data here
contains 24 bits for the measurement. DSP3 is using polling to check if the
control processor DSP2 is ready to receive new data. If so data is transferred
with a rate of 16 Mbits/s. There is also a time-marking of the data. This is
used to indicate if the controller processor was late to receive the data or if
data is missing. The control algorithm computes the control signal and delivers
it to an output buffer. The content of the output buffer is transferred to the
input buffer in DSP1 using Direct Memory Access (DMA) with a speed of 16
Mbits /s. Typical sampling rates are 2—4 kHz per control loop. The control pro-
cessor is also connected to a VME bus for communication with a work-station
for operator communication, display, controller design, and cross-compilation
of new control algorithms.

The real-tirme system for the robot application is not a truly ICCS, since
the commmunication is specially designed for the special application and it is
not straight forward to incorporate new nodes in the system. Nevertheless the
system can be used to illustrate many of the timing problems in ICCS.

In the robot system much effort has been put into minimizing delays in
the communication. The DMA traunsfer of data from DSP2 to DSP1 is done to
not slow dewn the controller processor with communication. The computing
time in DSP2 is mainly devoted to the control algorithms and the operator
communication. Immediately after sending data to the outbuffer, the controller
processor can continue with the next control loop, The activation of the next
control action at the motor is done according to the schedule in DSP1. The
specially designed hardware for actuation and measurement at each motor
makes it possible to immediately measure the new output and apply the con-
trol signal. Considering each individual unit the skew between sampling and
actuation within the node is thus negligible in this system.

Despite the carefully designed system it may happen that data is delayed
or lost. This can be detected in DSP3. The data arriving at D5SP3 has an
address part, which indicates the output signal associated with the data. This
is compared with the schedule in DSP3 and loss of data can be detected. The
two processors DSP1 and DSP3 must thus be synchronized. This is done using
a common clock. This implies that the time-marking or synchronization is very
important. In the transfer of data from DSP3 to DSP2 it is possible to indicate
if data is delayed or missing. This information may then be used in the control
algorithm. Modifications of the controller can thue be done since it is possible
to detect delays or blackouts. For the control of the unit, however, the skew can
be up to several samples due to the communication time, computation time,
and the static schedule of the control. A typical minimum skew for robot
control is half a sampling interval, but the effect of longer delays can easily be
emulated.

From this brief description of a real-time systern we can point at sev-



eral crucial timing problems in real-time systems. The problems will be more
difficult in a truly integrated communication and control system. The main
problem areas are:

s Synchronization of sampling and actuation
» Detection of delayed or missing data
e Surveillance and mirirization of communication delay

Different ways to model and describe these problems are discussed in the next
section.

3. Timing problems in ICCS

In the analysis and design of sampled-data control systems it is in general
assumed that the controlled process and the computer are both time-invariant.
For the computer control system it is usually assumned that:

» The control delay and skew is negligible or constant, i.e., related sampling
and actuation actions are separated by a constant time-delay.

» Jitter, i.e. time-variations in scheduled sampling instants and control ac-
tions, is negligible.

o There are no transient errors cansing information to be lost or control
actions to not reach the process.

As discussed in the introductory section, time-varying control delays and jitter
will exist in the system unless special care is devoted to the design of computer
architectures and software, specialized for real-time control, Halang (1992).

To clarify the issues the three mentioned problerns, their effects and their
origin, are further discussed in the following,.

Single processor implementation

Consider the case where a number of feedback control loops are implemented
by a single processor, The operating system then needs to schedule: sampling
actions, the control algorithms, and control actions in a periodic fashion. How-
ever, in the traditional approach based on preemptive prioritized scheduling
and the above actions performed by software, the system will typically exhibit
time-varying control delays as well as jitter caused by the scheduling policy
and system load. Solutions can be provided, either from the computer or con-
trol side. The latter exemplified by means of dedicated hardware performing
sampling and actuation or by use of more appropriate scheduling policies. The
former, by use of control design which compensates for the timing problems.
This approach, however, requires that the characteristics of time-variations
are known, either prior to run-time or measurable so that compensation can
be provided during run-tirne.

Distributed computer systems implementation

Timing problems become more apparent when control loops are closed over
several processors and a comrmunication network. This is due to distributed
system characteristics including among other things true parallelism, inter-
node synchronization, communication events, transient communication fail-
ures, and end-to-end delays depending on many parameters.

It is more difficult to guarantee constant control delays. This is because
global scheduling considerations and synchronization is then required. If these
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Figure 2. Digital control system with induced delaya.

considerations are made, ordinary discrete-time control theory can in princi-
ple be directly applied. This is further elaborated in Torngren (1992). Such
considerations constrain the implementation and as a result some flexibility
is lost., On the other hand, without these considerationa control delays will
be time-varying. Control performance due to network induced time-varying
delays in ICCS is discussed in Halevi and Ray (1988) and Ray (1989). Differ-
ent models for varying delays in the control loop were used. A block diagram
of a digital control system closed over a communication network is shown in
Figure 2. The ICCS has three nodes, each dedicated to the sensor, controller,
and actuator, respectively.
There are essentially three kinds of delays in the system:

e Communication delay between the sensor and the controller 7,
¢ Computational delay in the control algorithm .
s Communication delay between the controller and the actuator 7.,

The control delay for the control system equals the sum of these delays.
Figure 3 shows a possible scenario for the timing in an ICSS. It is assumed
that the sensor is sampling periodically and that there is a time-varying delay
7,c(t) between the sensor and the controller. Further the control algorithm is
scheduled periodically with a constant skew 7, from the sampling. After the
computation of the control signal it is sent to the actuator, which is receiving
it after T,4(t) time units, The actuator is sending out the control signal to the
process immediately.

If ,.(t) > v, the data will not be received before it is needed, as shown
with the third sample in Figure 3. This sitnation is referred to as vacant
sampling, Halevi and Ray (1988). Vacant sampling is thus cansed by a time-
varying end-to-end communication delay, resulting in a corresponding time-
varying control delay. Tt is very important that such delays are considered, as
they otherwise may cause a deterioration of the closed loop performance.

Depending on the chosen solution in the real-time system different sce-
narios are possible. The simplest one used in the figure is that the previous
data is used once again, since it is still in the memory location where the
new sample should occur. Another possibility is used in the reai-time system
described in Section 2, where the hardware guarantees that actuation and
sampling are synchronized and where the communication processor DSP3 is
waiting until new data is arriving. After the data is received, or loss of data is
detected, information is sent to the controller processor DSP2 together with
a time-stamp showing how much the data is delayed. This information can be
used to modify the control algorithm. For instance, the control calculation can
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be based on a predicted value of the output.

Constant vs time-varying delays

In the simplest case it can be assumed that the communication delay and
computational delay are constant, To analyze the performance of the sampled-
data system in this case the controller, process, and communication delays can
be lumped provided they are constant. Using different design methods it is
possible to take the delay into consideration when designing the controller, see
for instance Astrdm and Wittenmark (1990). Most of the literature on time-
delay systems is dealing with constant delays. Some results for systems with
time- varying delays are found in Hirai and Satoh (1980), Ikeda and Ashida
(1979), and Drouin et al. (1985). A review of control of delayed systems is
found in Liou and Ray (1991a).

Tt is important to note that a system with a time-varying delay, not in
a straightforward fashion can be designed using ordinary control theory. For
instance, consider a system with a delay, 7(2). Suppose that the delay is time-
varying in an unknown fashion but is bounded as follows: T(t) < Tmas- If
the system is designed for 7(t) = Tmar, i.¢. assuming time-invariance, it may
happen that the actual closed loop system performance becornes worse than
expected, and even that instability occurs, Hirai and Satoh (1980).

A continuous-time system with time delay is an infinite dimensional sys-
tem. The system will, however, become finite dimensional when sampled. The
case with one internal delay is considered in Wittenmark (1985). A general-
ization to the case with several delays is found in Bernhardsson (1992).

In real-time systems it is likely that the time-delay can change with time.
The variation may be described as a stochastic process. The sampled-data
system can then be described by a finite-dimensional system with time-varying



or stochastic coefficients.

Jitter

The sampling interval h may vary both at the sensor and at the actuator. The
reason might come from inappropriate scheduling, e.g. allowing higher prior-
ity interrupts; preemption and dispatching delays; or execution times being
longer than expected. Typically, the jitter can vary at each sampling interval
depending on the current system load. For a particular load, and if the sys-
tem is reasonably predictable, it should be possible to determine the values
that the sampling interval actually can take. E.g. for a smaller systern with a
few control tasks, a few valnes will be obtained depending on the execution
scenario, scheduling policy and computer characteristics.

Solutions can, as described previoasly, be provided either from the com-
puter or control side. The latter exemplified by means of dedicated hardware
performing sampling and actuation. Alternatively known jitter can be com-
pensated for, which is further discussed in the next section.

The change in the sampling interval can also be intentional. It would be
valuable if control design determined and specified a range of allowable sam-
pling intervals, where larger periods irnplicates deteriorated but still accept-
able control performance. This would be very useful and open up a new degree
of freedom for computer system design, resource management, and exception
handling.

Transient errors

Transient errors, basically, can have the following three effects:
¢ Information loss
+ Increased control delay
» Incorrect conirol actions

These types of problems are exceptions that youst be handled by the logic
of the control algorithm.

The former problem can, for instance, be due to a disturbance on the
communication medium, causing information to be lost, The immediate effect
is that of vacant sampling, i.e. an increase of control delay. However, the effect
may be more serious since the corresponding data-item may be completely
lost unless retransmission takes place. As discussed previonsly one solution is
to provide error detection mechanisms and to base the next control action on
prediction of the output of the process. This problem can be well formulated
and solutions can be derived. For a particular system it would be useful to
know the acceptable limit on the “amount of” lost information, such as sensor
values, that can be handled by use of prediction. This can give a basis for the
decision when to use more elaborate exception handling.

The result of other types of transient errors or a temporary blackout,
may inhibit control actions to be performed for a certain period of time. An
important question then is how long time the computer system can spend
on system recovery until control actions must be continued if control system
performance is to be guaranteed. Le. it is of interest to derive “hard deadlines”
similar to the work described by Shin and Kim (1992).
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4, Models for systems with network induced delays

In this section we will describe different ways to model systems with time-
delays, constant or time-varying.

Constant delay

The first case to be considered is when there is one constant time-delay in the
system. Le, that there is a delay 7., or 7, in Figure 2. Assume that the system
can be described by the state-space model

dz(t)
= Az(t) + Bu(t — 1)

¥(t) = Ca(t)

The timing of the input and output is shown in Figure 4. Equation (1) rep-
regsents an infinite dimensional continuous-time system. The zero-order-hold
sampling of the system will now be calculated. It is initially assumed that 7 is
less than the sampling period h. Integrating over one sampling interval gives,
see Astrom and Wittenmark (1990),

(1)

kh-h ,
2(kh + h) = eAhz(kh)_'_j A=) Bu(sl 1) da’
kh
Since u(t — ) is piecewise constant the integral can be divided into

khe+h khtr , kh-+h ,
f e / eAlkhth=a'Y B 2ot u(kh _ h) + cAlkh+h=2") g 44 u.(kh)
kh ki Eh4r
= I‘lu(kh - h) + I'.;,u(kh)
This gives the sampled-data system
z(kh + k) = $(h)z(kh) + To(h, 7)u(kh) 4 T (h, 7)u(kh - h) (2)

where
&(h) =

Lo(h,7) = -/D er* dsB (3)

Ty(k,7) = eAlh=") / e* dsB
0
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and the state-space model of (1) is

() (1)L ) (7)o
y(kh) = Cz

The sampled-data system is finite dimensional, since the input is piecewise
constant and we only are looking at the sampling instances kh. Assuming
that the input signal has dimension r then * new states u(kh — h) have to be
introduced.

If the time-delay is larger than h then we introduce

T:(d—l)h-}-'r’ O{,T’Eh
where d is an integer. The following state equation is now obtained

2(kh + ) = ®z(kh) + Tou(kh — dh + h) + Tyu(khk — dh)
y(kh) = Cz(kh)

where Ty and Ty are given by (3) with T replaced by 7’. Equation (3) shows
how the system is changed when h or T are changed.

From the analysiz above it is found that there is no problem to model and
compensate for if the system has one constant time-delay.

Now consider the case where there are {wo delays as in Figure 2. Assume
that the delays are such that there will not be any vacant samples. If the
control algorithm is independent of 7,, and 7. the two delays can be lumped
into one delay with T = 7, -+ 7., and the process can be modeled as (2).

Time-varying delays

The case with time-varying delays will now be considered. It is assumed that
the output of the process is sampled at equally spaced times and that we are
interested in the relation between the inputs and ocutputs of the system at
these sample points. The model (2) is still valid if the time-delays are varying
with time. The system matrices will, however, be time-varying, Further the
control signal will be constant over time intervals that will vary. This implies
that we must assume that the total delay is varying less than one sample for
(2) to be valid. Otherwise it will not be possible to integrate (1) over the
different parts of the sampling interval.

In real-time systems the delays may vary stochastically and the system
matrices will then have stochastic elements. The statistical properties of the
elernents may be difficult to describe due to the nonlinear function between
the system matrices and the time-delay.

5. Discussion and examples

The models for systems with network induced delays are in general quite com-
plex. In general, there will be delays that may vary with time in a complicated
way, There is comparable little research done in the area of control of sys-
tems with varying delays. One approach is discussed in Liou and Ray (1991a)
and Liou snd Ray (1991b). There are, however, several other possible ways
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to approach the problem. One way is to use robust design methods to inves-
tigate possible ways to design the controllers such that they are insensitive
to variations in the control delays. Another very interesting area is to detect
and compensate for vacant samples. This is closely connected to diagnosis of
process control systems, The missing sample must be detected and the control
algorithm has to be modified to improve the control performance.

We will end this section by exemplifying some of the problems that are
of interest for scheduling in real-time systems.

Effect of jitter in sampling interval

The effect of jitter in a control system will be illustrated on a simple example.
Assume that the process can be described by

1
P

G(s) = (4)
The process is a double integrator. A controller is designed using pole place-
ment, see Astrém and Wittenmark (1990). The controller has the structure

u(kh) + riu(kh — h) = tou.(kh) — 2oy(kh) — s1y(kh — h)

where u, y, and u, are the control signal, process output, and reference signal,
respectively.

The desired natural frequency is wp = 1 and the desired damping is
¢ = 0.7. Using standard rules of thumb for chosing the sampling intetval
gives a nominal sampling time sy = 0.5. The closed loop system is simulated
with variations in the sampling interval. At each sampling instance the next
sampling time iz determined as

h(k) = ho + Ay - v(k) (5)

where v(k) is a random signal that is rectangular distributed over the interval
[—1, 1]. Figure 5 shows the output for A, = 0.05, 0.1, 0.15, and 0.2. For each
value of A, 10 different simulations are done, where the sampling interval is
changed at each sampling instance according to (5), Small values of the jitter
will not influence the performance of the system very much, while the degra-
dation is increasing with increasing Aj. The example shows that it important
to reduce the jitter or to compensate for it.

Network induced delay

In the next example we again consider the double integrator and assume that
there is a constant delay T introduced by the network. The measurements are
delayed 7 time units before they are used in the controller. The controller is
designed for the case T = 0. The result of simulations for different values of 7
is shown in Figure 6. The delay will cause the system to become less stable
and the overshoot increases,

Redeaign when changing the sampling interval

In some situations it is necessary to increase the sampling period. One occasion
can be when there is a degradation in the commnunication capacity of the
network or if the computing load increases in a processor. To maintain the
best possible control it may be necessary to redesign the controller to the new
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Figure 5. The output signal of the double intcgrator when the sampling period
at each instant is a rectangular diatributed random variable, when Ax = 0.05,
0.1, 0.15, 0.2. The reference signal ix & step.

= 0.05 =010
L5 1.5
1
0.5
0 T L) L]
0 5 10 15
= 0,15
15! T=10.1
i 7] 1 ”
{4 4
0.5 0.5
o T T T 0 Y T -l
0 5 i0 15 0 5 10 15

Time Time

Figure 8. The output signsl of the double integrator when there is a delay
introduced by the network when 7 = 0,06, 0.1, 0.15, and 0.2. The refercace signal
is a step, The output when r = 0 is indicated by dashed lines.

sampling period. This can be done on-line or by using precompnted controller
paraneters. The redesign approach is also applicable to compensate for time-
varying but known changes in the time-delay. We will illustrate this by a simple
example. The process is a double integrator, i.e. it has the transfer function
given by (4). The controller is designed to give a closed loop system with
natural frequency wy = 1 and a damping of { = 0.7. The nominal sampling
period is chosen to h = 0.5. It is required that the closed loop system has an
integrator. The performance of the closed loop system is shown in Figure 7
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Figura 7. Control of the double integrator when the controller is denigned for
different sampling intervals, (a) Output signal when the reference signal ia & step
and when there i2 an input load disturbance. The control signal is shown for
h=0.1anpd 1.

when h = 0.1, 0.2, 0.5, and 1. The control signal is also shown for A = 0.1
and 1. The reference signal is a step at ¢ = 0 and there is an input load
disturbance of —0.5 at £ = 10. It is seen that the step response is not sensitive
to the chosen sampling interval. The response to the input disturbance is more
sensitive. When A = 1 the disturbance is not seen in the output until ¢ = 11
and the output is deviating more when the sampling interval is increased.
There is virtually no difference in the responses when A is 0.1 or 0.2.

The example shows that it can be of great advantage to redesign the
controller when the sampling period is changed.

Simplified modification of controller parameters

Above it was shown how changes in the sampling interval could be compen-

sated for by redesigning the controller. In this example we will illustrate a

simplified way of changing the controller signal. This has been discussed, for

instance, in Wittenmark and Astrom (1980) and Albertos and Salt (1990).
A continuous time PID controller can be written as

1 Ly
U(s) = Y () — - S
(5) = K (Uu(e) = Y (o) 2 (0(0) = Y (s)) - T Y ()
where U(s), U.(s), and Y (s) are the Laplace transforms of the input, reference
signal, and the output, respectively. Notice that the derivative term is only
acting on the output. Further there is a filter on the derivative term, where
N is in the order of 3-20. Discretizing this controller gives, see Astrém and
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Wittenmark (1990),
u(kh) = P(kh) + I(kh) + D(kh)
P(kh) = K (s(kA) — y(kF))
I(kh -+ b) = I(kh) + ——e(kh)

_Ta
Ti+ Nh

KTuN

D(kh) = D(kh ~ B) = b (u(kh) = y(kh — B)

From this equation it is easily seen how the coefficients of the controller should
be changed when the sampling interval A is changed. When A is large the simple
discretization will give poor performance of the closed loop system. It is then
necessary to use a design method based on sampled-data theory as in the
previous example. Also for more complex controllers it is not so easy to find
how the regulator parameters should be scheduled with the sampling interval,

6. Summary

In this report we have discussed some of the timing problemns in real-time
control systems. The influence of the scheduling on the models is discussed
together with different interesting problem formmlations, The effect of the
timing problems are exemplified through some simulated examples.

The future research will concentrate on analysis of the robustness proper-
ties with respect to tirne-delay variations and jitter in sampled-data systems.
The following items will be of great interest:

» Studying ways of analyzing time-varying systems, in particular influences
of jitter and time-varying delays

s Applicability of robustness theory

» Ways of deriving jitter specifications

s Ways of detecting and compensating for transient errors.
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8. Appendix — Glossary

This glossary gives definitions of the terminology used in this project.
Asynchronous execution

With asynchronous execution the distance between related sampling instants

can not be guaranteed (i.e, may drift) and depends on the characteristics of
the local clocks.

Blackout

Refers to a transient fault which causes the control system to behave in a non
predicted way (e.g. no action at all or erronecus action) for a certain period
of time.
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Computational delay

Term used in control theory to denote the delay in the control algorithm. E.g.
the time it takes from the initiation of the control algorithm until the control
signal can be sent to the process.

Control delay

The control delay refers the to time between related sampling and actuation
actions. Note that it corresponds to the computational delay for a single rate
contral system. For a multirate system the control delay also depends on the
different rates, processing and communication delays, see end-to-end delay.
For feedback control it is highly desirable that control delays are constant.

Data delay

The data delay is the time between when a data-item is created, either by
sampling or by a computation, and when it is available to control components
in other nodes. The data delay thus includes the end-to-end delay.

Data age

The age of a data-item is defined as the time between the sampling instant
when the data-item is created, either by sampling or by a computation, and
the sampling instant when another component starts processing the data item,
or should have unless sample rejection has occurred. Data-items are thus con-
sidered to be created and consumed at sampling instants,

End-tc-end delay

This delay is the time interval counted from the instant when a process delivers
a data item to the communication subsystem/operating system, to the instant
when the data itemn is available for use by the receiver/ receiving processes.
The end-to-end delays in general depend on the following four parameters:
Synchronism between processes; Communication delays; Processing time; and
Run-time system overhead.

Event controlled updating

The comununication principle in which data is updated from producer to re-
ceiver(s) only when the data has changed, here referred to as an event,

Jitter

Jitter refers to time variations in actual start times of a process, as opposed
to the stipulated release time. It is very important for sensor and actuation
components that a maximum allowed jitter is guaranteed. In the periodic
process model the allowed jitter can be indirectly specified by using the release
time and the deadline, Jitter depends on clock accuracy, scheduling algorithms
and computer architecture. Input and output jitfer can be used to relate to
the jitter of sampling and actuation processes respectively.

Multirate control system

A control system which consists of several control loops which may have differ-
ent sampling frequencies. To facilitate modeling of such systems, it is common
that periods are rational numbers (or even integer multiples of each other).
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Periodic updating

The communication principle in which data is periodically communicated from
producer to receiver(s), regardless of whether data has changed or not.

Sample rejection

Sample rejection refers to the case where more than one sample is obtained by
a control component in between two consecutive executions of the component.
The reason is typically that the sampling and control component are not syn-
chronized and that the end-to-end delays are time-varying. Sample rejection
may then occur more or less frequently.

Scheduling

Scheduling is concerned with the determination of when actions are to take
place according to a specific scheduling policy. When one resource is shared
by a mumber of activities the scheduler must determine how the sharing (mout-
tiplexing) is to be done, The policy specifies the aim of (e.g. meet deadlines or
high average throughput) and rules for scheduling. For implementation of the
policy a number of low level mechanisms may be needed. Further character-
istics of scheduling policies/algorithms include when the scheduling is done,
during run-time (dynamic) or pre run-time (static), where scheduling decisions
are taken and whether only local or global actions are considered. Thus, for
example, in global static scheduling, the actual scheduling takes place pre run-
time and all relevant system resources are considered. The actual algorithms
may be centralized or decentralized. A scheduling policy is only valid for one
or more specific process models.

Skew {between sampling instants)

The skew is the time between sensor and controller sampling instants. In syn-
chronous execution the skew is constant (possibly zero). In asynchronous ex-
ecution the skew is a time-varying function. Referring to real-time systems
terminology, skew refers to the time between well defined starting points in
time of periodic processes.

Synchronization

Synchronous means simultaneous. A synchronization mechanism can therefore
be interpreted as a mechanism which ensures that events occur simultaneously
according to a common time base. This is contrasted with the use of the
word in classical (non real-time) distributed systems where synchronism refers
to logical event-ordering. e.g. exemplified by mutual exclusion, logical clocks,
rotating privileges, etc. Synchronization is based on message exchange and/or
a global clock.

Synchronous execution

A number of periodic processes execute synchronously if the distance in time
hetween related sampling instants always is smaller than a known synchro-
nization accuracy constant. The constant distance between related sampling
instants i3 called skew.

Time-invariant control system

A syster is time-invariant if the behaviour of the system relies only on constant
parameters. Note that sampled systems are inherently time-dependent and
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time-varying. By chosing a small encugh sampling interval the systems can be
considered to be time-invariant.

Vacant sample

Vacant sample refers to the case where no sample is obtained by a control
algorithm in between two consecutive executions of the algorithm. The reason
is typically that the sampling and control ptocesses are not synchroniged and
that end-to-end delays are time-varying. This means that vacant sample may
oceur more or less frequently.
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