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Abstract— Sensing, actuation, and decision units can control a controlled physical environment. A central issue is to ded

remote physical environment and enable physical actions gard-  the timeliness requirements of networked control with the-n
less of distance. However, the effectiveness of networkedrtrol  yatarminism of a communication network

depends on its ability to tolerate network non-determinism . S . .
which in turn can be enhanced by the use of play-back buffers. Thg primary contribution of this paper is an end.-to-end
Although play-back has been intensively studied in multi-nedia algorithm that integrates play-back buffers, sensor sagpl

applications, play-back schemes differ significantly in navorked and control. The algorithm objective is to enable end-point
control, which is characterized by different performance netrics  to adapt to varying levels of network service. The end-point

and a different sequence of communication events. The primig )3y hack method smooths out packet losses, delays, aed jit
contribution of this paper is an end-to-end algorithm that

integrates play-back buffering, sensor sampling, and comol. by aPP'ying gontrol signals to .the physical environmenirigr
The algorithm is extensively validated on simulations and eal- Predictable time intervals. By its nature, the play-baclstrhe
time wide-area emulations. The integrated algorithm canded also integrated with the sampling and control processes tha
the effect of disturbances as much as a proportional contréér  yltimately govern the physical dynamics. In other words, th
under ideal network conditions. algorithm takes on the intricate interaction of requiretsen
stemming from non-deterministic networks and the target
physics.

Sensing, actuation, and decision units can control a re-Sense-and-respond can partly borrow from multimedia play-
mote physical environment (Fif] 1). Distributed sense-anbiack. However, sense-and-respond differs substantiediy f
respond systems enable physical actions to take place faitimedia applications in behavior and objectives, araypl
gardless of distance, with fundamental epistemological ahack strategies will differ as well. First, sense-and-oesp
social consequences [8]. Applications include, for exanplperformance is based on the real-time behavior of the con-
industrial automation (e.g., [26]), distributed instrumtegtion trolled physical system, and there is in general no clear
(e.g., [1]), unmanned vehicles (e.g., [11]), home robaiicg., correspondence between the properties of the physics and
[19]), distributed virtual environments [13], power dibtrtion multimedia replay quality. A critical difference is thuseth
[24], and building structure control [30]. Sense-and-tesp integration between buffering and the underlying physics.
operates in real physical time and late or missing signdkecond, in multimedia applications, the play-back delay ca
can jeopardize the stability, safety, and performance ef thften be determined upon the reception of a signal, whereas i

sense-and-respond play-back intervals are always detedmi
in advance because they affect the computation of the dontro
Controller signal. Consequently, certain multimedia play-back sasem
cannot be immediately applied. For example, multimedigpla
I Actuator back sometimes employs the strategy of following delayespik
Controller [25], but the controller can in general detect a spike only
after an RTT, so that the original algorithm cannot be applie

I. INTRODUCTION
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| actuator Senso/r\ directly. Anotherdi_fference is that most distributed nmakdia
\ : are concerned with one- way delays, whereas sense-and-
— respond is primarily based on round-trip times. Play-back i
e also related to the problem of estimating TCP’s RTO [23]. The
Physi cal world RTO tends to be conservative because of the tremendous cost

—————— of a TCP time-out. An equally conservative play-back delay
would effectively introduce a large delay in the feedbaaklo
Fig. 1. Thenetworked control approach. with well-known control-theoretical complications (foxam-



w y; is sent to the controller buj; can be lost or be late. If;
Pt does reach the controller, it can be used to specify a control
action u;, but the signaku; is either lost or is applied at an
(Controlled System) iy i
instant that is not known exactly due to delays and jittee Th
plant state then evolves as a functionwgfand of a random
disturbance(t). The goal is, for example, to makgt) equal
Fig. 2. Network-based control. to a perfectly specified set pointIn summary, the objective is
to overcome the uncertainty due to network non-determinism
exogenous disturbances, and errors to bring the system to a
ple, the physical dynamics would be dominated by exogendksown and desirable state.
disturbances). Network latency can be partly mitigated by the use of an
In other related areas, sensor networks are also concernbskrver, a standard component that numerically simulates
with quality of sensor data, but largely focus on the firstt pathe plant to predict its state forward in the future [6], [21]
of the sense-and-respond loop. Furthermore, sensor netwddbservers have been extensively studied so as to recover to
tend to be more focused on energy savings than most sermsne extent from exogenous disturbances. However, predic-
and-respond applications, in which total energy consumnptition is subject to additional inaccuracies in the preserfce o
is typically dominated by actuation. Finally, sense-aaspond delay jitter and packet losses. In the first place, the oleserv
has also been the subject of extensive control-theoraticdd should extrapolate the plant state at the time when the aontr
[14], which has revolved around the problems of scheduling is received by the plant, but the reception time is not de-
packet transmission in closed networks, of stochastic @mp terministic. Second, the plant can receive outstandingrobn
sation for network non-determinism, and of stability asady signals during the simulation interval, but the observeesdo
for networked control systems. In general, control-theoaé not know the exact sequence and timing of these pending
approaches can exploit a buffer as a service provided trapsents. Another consequence of jitter is that it can prethent
parently by an underlying communication channel. use of large control signals because a largean compromise
Sec [ reviews the background on networked control. Sethie plant state if applied for an unpredictable interval. On
[ introduces the play-back scheme. SEC] IV describes ttiee other hand, aggressive controllers would typicallyllea
evaluation. Se€V reports on simulations and emulatioes. Scloser tracking of a desired set point if delays were conepftet
M reviews related work and SeC_VII concludes the paper. deterministic [6], [21]. On the good side, delay jitter cam b
eliminated with aplay-back buffer that applies the control
u; exactly at timet;, + 7; if w; arrived before that time
The literature commonly denotes aant the physical and drops the control if it was received too late. The
system to be controlled. A controller acquires data from thalue is called theplay-back delay. The play-back delay;
sensors that monitor the plant. The controller uses the sensoust be carefully chosen. If; is too large, various control-
readings to issues commands ddtuators so as to change theoretical complications arise, such as, for example, the
appropriately the plant state. dynamics are dominated by disturbances and plant evolution
Example 1. The textbook example is the regulation obecomes unpredictable. 1§ is too small, the control signals
ambient temperature. A thermostat (the controller) reaés twould be lost and the plant cannot be controlled accurately.
temperature in the ambient (the plant) from a thermometer (tTherefore, an appropriate value af should strike a balance
sensor) and modulates the heating (the actuator) so asip btietween delay and jitter.
the room to the desired temperature. Another consideration is that certain networked control
In general, the plant state depends on the actuator opesatisystems involve plants that are computationally-conséehi
and also on exogenous disturbances (e.g., people unmilgictdevices. In these cases, the plant algorithms should bdesimp
open and close doors). Furthermore, the sensors are stibje@nd the complexity should be moved to the controller as much
measurement errors;. A networked control system involves as possible.
a plant that is controlled remotely, and networked contsol i
complicated by delays, jitter, and packet losses. In the firs _
place, network latency can delay the reception of sensaratat A- Overview
the controller site and the application of a control signaha The main contribution of this paper is an end-point algo-
plant site. Furthermore, packets can be lost either bedhage rithm that integrates play-back, sampling, and controle Th
are dropped out in the network infrastructure or becausg thiatuition is that the control signals should be applied dgra
are discarded by the communication end-points, for exampgeedictable interval. If the control is applied too earhe fplant
if they arrive late. will not have reached yet the state for which the control was
Networked control is essentially the problem of reducingneant. Symmetrically, a control signaj can negatively affect
the uncertainty in the state of a system (fh. 2). The plantasplant if it is applied continuously well after the sampling
in statex; at timet; but, due to measurement errars z; is time ¢; because the plant state would in general have changed
known only approximately as a sensor readingThe sample significantly in the meanwhile.

Controller
Network

II. NETWORKED CONTROL: BACKGROUND

IIl. PLAY-BACK AND SAMPLING
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Fig. 3. The timeline of network events in the remote contrfoh@lant. In this exampler; and L; = T are constants.

In our algorithm, the controller sends to the plamto troller’s in that it avoids various numerical computatiofbte
control signals, which will be called theegular control simplicity of the plant algorithm stems in part from the shor
(denoted byu;) and thecontingency control (denoted bwgc)). memory of the algorithm, which keeps track of at most two
Additionally, the controller sends alscpéay-back delay ; and  control signals(u, u(®), L) and (v/,/(®), L"). Additionally,
the duration L; of the regular control. The play-back time the short plant memory simplifies the design of an observer
is used to implement a relaxed play-back buffer: the reguléklgorithm @, Line 8) At the controller site, the control law
control is applied at time; + 7;, or immediately if the play- (Algorithm [, Line 5) is parametric to the algorithms and
back time has already passed. Thus, the play-back delay otdyn be designed with control-theoretical methods depegndin
fixes the earliest time at which a control can be applied.rAften plant characteristics and on control objectives. Aftes t
a durationL; since the time when the control was applied, ifieneral overview, the details are discussed next.

a new control has not been received, the plant switches to the

contingency actiomgc). The durationZ; and the contingency

controluz(.c) preyent the plant fr(_)m appl_ying the regular controé. Signal Discard

for an unpredictably long period of time, thereby damaging

the system. Therefore, the contingency co_ntrol shqu_ld be %Both plant and controller discard signals unless they are
low performance but presumably safe action. Add|t|onall¥

the controller sends the olantsamoling period T:. which eceived in-order. The intuition is that out-of-order cotg
) . P =apling p v alre older than a previously received in-order control angs th
denotes the time interval until the plant collects the ne

) fss likely to be as effective. In this context, in-orderidsty
sample from the sensor and sends it to the controller. g\ y

) . ) . : means that the sequence number is higher than any previousl
predictable sampling schedulé effectively establishes time- . quer "9 anyp y
: . received one, even if it shows a gap in the received sequence
out protection against losses.

i i . . (special consideration are made, as usual, for the case when
Example 2: Fig.[d exemplifies a possible signal exchanggqe sequence numbers wrap around [23], [29]). Moreover,

In this exa_lmple, the plant sends samples to the controligg plant (Algorithm[lL, Line 11) discards old signals and,
at regular intervals of lengti’. A sample was dropped outgpecifically, a signal is discarded if its reception time isren
after t3 but the plant kept sampling evefj seconds and, yhan jts expiration time’ + 7/ + L'. The assumption is that

in this example, the next signal was successfully delivereg,ch 5 |ate signal does not contain any longer an appropriate
The unbuffered control is commonly adopted in related work ol Additionally, the play-back buffer has limitedpezeity
[14], [20] and applies received control signals from theeimyq it the buffer is full and a new control arrives, Algorith
when they are received until the reception of a new signg. giscards either the new signal or the previously buffered
The other two methods hold the signal, us, and us  conrol. The algorithm discards the new signal if its apatiion
that are received before their play-back time and apply the,e + 7/ is more than the current expiration value Bf
corresponding control signal onlly. at the planned_instah_e T(Line 11 under the label of “quashed” signal). Intuitiveiye
pure buffer discards;; because it is late and applies until ey received signal is discarded because the bufferethkig
otherwise instructed by a new control signal, whereas tt# fifg fresher (its application time is earlier). Moreover, sjed
algorithm times out and switches to}” when uj is late signals avoid the pathological scenario in whigh- RTT; <

and to ugc> when a sample is lost and no control signal i§i+1+RTTi+1 < t;+7; for all i's, where RTT is theith round-
forthcoming. trip time. In this case, signal-1 resets the play-back timéi»
Algorithm[ describes the plant in pseudo-code, and Algarit and effectively cancels the reception of the previous sigria

B describes the controller. The plant algorithm (Algorithrthis event occurs repeatedly, signals would cancel eaddr oth
) basically implements the play-back and the contingenay turn and no control would be applied. This pathological
mechanisms, and it also collects statistics for future use bcenario is avoided if a new signal must be replayed no later
the controller. The plant algorithm is simpler than the corihan the outstanding play-back delayi.



Algorithm 1 Plant C. Play-Back Delays
Require: T is initially set to the plant clock resolution
1: Set timerTs to expire now

The play-back delay mandates the nominal time when a

i control is applied as the plant input. The detays computed

2: RTT-sanpl e, hi seqno «— undef at the controller because the controller needs it to geaerat

3: loop {Main Loop} _ «(®), andL. In principle, the value of could also be computed

4: Enter a synchronous multiplexed read from the cony he plant and sent to the controller, but with an additiona
troller which blocks either until a control is received OFomputational load on the plant. In both cases, the plag-bac
until a timer expires. delay is computed before the controlreaches the plant.

5. if Ts expiredthen Algorithm B is a modular component in the controller

6: Sample system outpyt _ (Algorithm[2). It borrows from the recent peak-hopper metho
£ Marshaly, the current control action, and the valug7] “its general structure, its initializations, and the ues
of local variables into a signal to the controller ot the constant factors. The long-term component has been
8 SetT} to expire inT" seconds _eliminated since the resultingwas too conservative: although
9. else if an in-order control(u’,u/(), #', 7', L', T") ‘is large RTO's are appropriate in the context of TCP to avoid
receivedthen _ unnecessary time-outs, the same large values would let dis-
10: RTT-sanpl e — current time-#' , turbances dominate the plant's physical dynamics. The most
L if ¢+ 7' > Tp's expiration time Quashed signal) pqticeable addition is an upper bound orto avoid quashed
and current time> ¢’ + 7' + L’ (old signal)then signals. It is easy to see that sigrial 1 will not be quashed
12: Discard the received signal if
13: else /
14: hi seqno — sequence number of the received 7 £ T4+ RTTaia @
control where RTT,;, is the smallest round-trip time between plant
15: T T and controller. If Eq.[[l) is violated, the algorithm resets
16: if current time< ¢’ + 7/ then {Arm a play-back correspondingly (Line 18) and also adjusts the valud afo
timer} as to avoid the problem in the future (Line 17). Otherwise,
17: CancelTp, and resef'» to expire at timg’+7'  the algorithm attempts to use a more aggressive sampling
18: else {Play-back rate (Line 20) because faster sampling rates typically awer
19: (u,u'®), L) — (u',u'(®) L) the performance of digital control [6]. The dynamic setting
20: CancelTr, andTp and resetl, to expire inL. of 7 and T requires an adaptive estimation of RIJ.
seconds Furthermore, a slight underestimate of R} is preferable
21: Apply the controlu to an overestimate because EQ. (1) is an upper bound. The
22: end if RTTuin value is estimated with a symmetric version of the
23: end if peak-hopper applied to find a lower bound on the RTT. In
24: else if Tp expiredthen Algorithm [, r,i, is an adaptive estimate of the minimum
25: (u,ul® L) — (u',u/(), L) round-trip, it is adjusted whenever a smaller round-tripeti
26: CancelT, and resefl’, to expire in L seconds is detected, and it is aged progressively to adapt to longer-
27: Apply the controlu term changes. The aging factor is proportional to the alsolu
28: else{Ty expired variability of round-trip times as captured by thé — r;,
29: Apply u(© term. Sincery,;y, is aged, it tends to be based only on the past
30: end if few samples and, consequently, it can overestimate, RI T
31: end loop Therefore,r,,i, is corrected by a term + C that expresses
the effect of the long-term negative variability of roundgst
Algorithm 2 Controller times. In turn, theC' term is an exponential moving average

of the negative variability and it is calculated with the gam
weights as in TCP’s RTTVAR. It can be easily shown that, in
Algorithm3, 7 — ri, T > 0.
A final remark is that the dynamic setting ©fis optional
the plant and can be replaced with a fixed sampling period, as in Fig.
3 Updater andT as a function oRTT- sanpl e and7” B Hpvyever, a fixed” would introduce _the bqrden of manlual
(Algorithm [3) administration and does not necessarily avoid quashedlsign

1: loop {Main Loop}

2. Read an in-order sample from the plant wigh the
control action at time’, and the local plant variable
values (such as the current sampling intef7gl from

4:  Predicty(t' + 7) with the observer (Algorithril4)

5. Calculateu, u(), and L as a function ofr and T D. Observer

6: Marshal(u,u(, ¢, 7, L,T) into a signal to the plant , , _ ,

7. Record the signal in the log The controller predicts the value gft’ +7) by invoking an
8: end loop observer (Algorithni, Line 4) [20]. In principle, the obser

should predict the plant state by simulating its dynamids bu
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Fig. 4. Example of a timeline predicted by the observer, gisive plant stateu(t'), u(®), v/, u/(®), Tp, L), and a log£ containingus, uic), uz, uéc).

Algorithm 3 Play-Back Delay

Require: If available, r, is the new RTT sampley, is the
previous RTT samplel i, is the plant timer resolution.

depends also on the messages that are in transit [5] and that
will be received between timg andt’ + 7. However, signal
arrivals in (¢,¢ + 7) are events that lie in the future at the

Constant factors are adapted from previous algorithrtime ¢’ when the sample left the plant and, in general, their

and, in particular,B is initially set to 0.25 and C is
initially set to —0.25.

Ensure: Computes a new value of the play-back defagind
the sampling interval” in seconds.

1: if there is no RTT sampléhen

2. 7« 3; T « plant nominal sampling time

3: else ifthere is only one RTT samplg then

4 T 3ry; T «— 2r

5: else ifthere are only two RTT samples andrq then

6: 7 1.25r1; rmin — min{ry,70}; T < T — Pmin

7: else

8: 0« =" {Calculate current RTT variabiliy

90 B < min{max{26,0.9375B},1} {Update positive
variability coefficientB}

10: if § < 0 then {Update negative variability coefficient
C

11: C — max{3C/4+0/4,-1/2}

12 end if

13 7 «— (1 + C)min{r,ro} {Update estimate-,;, of
RT Tonin }

14 Tmin — Tmin < 7 ? Tmin - Lommin g g

15: 7« (1+ B)max{ry,ro} {Updater andT}

16:  if 7> T+ rmin then

17: T «— T — Trmin

18: 7T 4+ rpin

19: else

20: T—T- T/%"gr“““

21:  end if

22: end if

23: T «— max{T, Tynin}

in reality, the prediction is hampered by a variety of fastor

occurrence and timing cannot be predicted accurately. The
observer must make an assumption and, for the most part,
it assumes that outstanding in-order regular and contirgen
actions will be applied at their nominal time. Specificatlye
controller maintains a logC of outstanding control signals
(Algorithm [2, Line 7) and uses it to prediet(t). The log £
keeps a record only of the control signals that are likely to
be used by the plant. First, the observer discards frbthe
entries of all messages whose sequence number is less than
hi seqno (Line 1) because those messages either (a) have
already been received and processed at the plant and trerefo
are already reflected in the plant state, or (b) will never be
received, or (c) will be received in the future and discarded
as out-of-order. Second, the observer times out old signals
and specifically it discards those whose activation timess |
thant’ — 7. Finally, the observer discards the logged signals
whose activation time is greater than or equal’te- = under

the assumption that the newly generated control will okerta
the logged one, which will be then discarded by the plant. An
example is shown in Fidl 4.

Algorithm 4 Observer

Require: £ is a log of outstanding control messages that the

controller sent the plant.

Prune£ of all messages whose sequence number is less

thanhi seqno or whose activation time is smaller than

t' — 7 or greater thant’ + 7.

: t" « minimum nominal application time of a control in
L that falls in (¢, ¢ + 7)

. if ¢ existsthen {Outstanding controls can affegtt’ +

)}
Generateu(t) (¢ <t <t + 7) assuming that regular
and contingency controls inC are applied at their

1:

The observer (Algorithril4) uses known factors whenever they elsneomlnal time
are available, and it resorts to assumptions otherwise. : Wy
H . N “— T
The value ofy(t' + 7) is determined by the state of the _. o4 i

system at time’ and by its evolution in the intervat’, ¢ +7).

The system state at timéobviously consists of the plant state
x, but also of the value of the local variables in Algorithm
. The evolution in(¢',t¢ + 7) depends on disturbances that .
are inherently unpredictable but are often assumed to have Q

8: Generateu(t) (¢’ <t < t”) from the plant state variable

(y(t"), u(t'), the value of the variables®), ', v'(), and
the expiration time ofl’» andT})

9: Estimatey(t' + 7) with u(¢) starting fromy(t’)

mean [6], so thaty(¢’ + ) will be estimated from a plant
simulation with no disturbances. Furthermore, state dimiu

The next two paragraphs elaborate on the algorithm’s prop-



Parameter | Default Value | Short Description

« 1.5 | Shape of the Pareto distribution (tail)
AT A = 1000, = 2 | Parameters of the gamma distribution (body)
K 2r/X | Minimum of the Pareto distribution (tail)
D 0.95 | Probability that the Gilbert model remains in the good statg
Pspike .99 | Probability of a delay spike
q 0.2 | Probability that the Gilbert model remains in the lossyestat
RTTimin 50ms | Minimum RTT
Tenin 1ms | Shortest sampling period
TABLE |

PARAMETERS THAT DEFINE THE SYNTHETIC TRACES

erties. P 1-9

E. Pipes q
The sampling raté /T normalized by the packet size is the

instantaneous bandwidth used by networked control. Sihce 1-p

is related to bandwidth andto communication delayq; and
7 are largely independent of each other. In particular, mgthi
preventsT < T, in which case a sequence of samples and Fig. 5. The Gilbert model for packet losses [33].

control signals are typically in flight in the network. Such a

scenario will be called aontrol pipe. Notions similar to pipes o o .

were discussed in [15], [31]. Although the pipe is, in som@elay distribution, a P_areto dlstr|but_|on fqr the tail (35[16]),_
sense, stored in the network, the plant (Algoriim 1) does rfd Model for delay spikes as described in [25], and a Gilbert
keep explicit state for the signals in the pipe. model (Fig[®) for losses [33]. The sensitivity to all pardens

An advantage of pipes was mentioned earlier (Sec]ilI-C§@S investigated, but only an outline of the results is regmbr
shorter sampling periods tend to improve control perforcean N€re- _ _ _ o
A second advantage of pipes is that it enables a controller to® Sample is lost if the Gilbert process is in the lossy state
quickly countermand a previous control signal. For exarplel (Fig- 0). If the packet survives, its RTT belongs to the
transient delay spike could increase considerably theevafu 20dy with probability 99% and to the tail with the remaining
7; only to deflate it in the next round. # 1 + 75,1 < i + 7, _1% prot_Jab|I|ty, as in [16]. If the packet faIIs_ m_the_ body,
then v, is discarded by the plant (Algorith 1, Line 19 andts_ RTT is calculated from a shifted gamma d|str|but_|on [18]
25). In some sense, the controller has acted at first as if #fih parameters RTdi,, A, andr. If the packet falls in the
spike represents a long-term change of RTT and issued {gl then its RTT is calculated from a Pareto d|str|b_ut|on
controlu; accordingly, only to realize afterwards that the dela§ Shapea and minimum K. The default value ofi’ is
spike was a transient phenomenon, and countermandegith chosen so as to be sufficiently separated from _the.mode
a more appropriate control action. Revocations are paatiyu (" — 1)/A and from the meam/\ of the gamma distribution
helpful if the controller can issue the next command quicki{Pody of the delay distribution). Delay spikes are simuate
that is, if the control pipe has a small perigd However, y.checkln.g whether the RTT W(_)uld cause an out-of-qrder
Eq. [) and AlgorithmB still limit the sampling rate and’dellvery. If it would, then the RTT is changed to the previous

consequently, the pipe depth. deliyery time pIu§ a small ?r_nerval (in th(_e simulations, an
_ arbitrary 0.1ms) with probab|I|typSpike to simulate a burst
F. Implementation of almost simultaneous in-order arrivals [25], and it igt lef

Software is available on-line with source code, design doits previously calculated value otherwise to simulate @fut-
uments, and reference and user's manuals. The code has lm#dar delivery. The simulation parameters are summarized i
extensively tested in simulations and emulations. Thexgoft  Tablell along with their default values.
does not need real-time scheduling, but it can exploit it if i Second, plants were remotely controlled in real-time over
is available. Clock synchronization is unnecessary becthes the Internet. In the choice of the end-hosts for the plant and
algorithm is based solely on RTT's. the controller, we adopt the following principles. Firshet
algorithms were run only on machines where they were able

IV. EXPERIMENTAL METHODOLOGY S . .
to obtain either real-time status or a reasonable slice sitEgy

A. Network resources so that process timing was not skewed by resource
The algorithms are evaluated both on simulation and atarvation. Consequently, we ruled out PlanetLab [22] and
real-time network emulations. resorted to independently obtained accounts. Second, \we ma

First, synthetic traces of RTTs were generated by combiniag effort to capture a wide variety of heterogeneous caoiti
a shifted gamma distribution (as in [18]) for the body of thand we were successful in including disjoint end-to-endhpat



@), wherez is the velocity in that directionju is the force
applied by the manipulator's motors, and < 0 can be
initialized in software. Disturbances andw are mostly due
to unexpected contact forces. The ParaDex RPC interface was
used to remotely control compliant manipulation tasks [1].

We will consider the objective of achievingt) = 0 in spite
of disturbances and network non-determinism.déadbeat
controller attempts to obtairy = 0 by settingL = T and
u = —ky, where the feedback gainis equal to

§ _{ e st ifat0
—1/L  otherwise

The deadbeat controller owes its name to the fact that, in
the absence of disturbances, the system output converges to
reference set point in one sampling interval with no osilta
If the actuator then stops:.{©) = 0), in the absence of distur-
bances, the plant remains at the desired set ppiat0 [9].
Fig. 6. The ParaDex robot is an Internet-controllable indaismanipulator The deadbeat controller and the corresponding contingency
¥vh03e refllex control interface is a scalar linear sys@@mn(@ach degree of actions can be generalized to multi-dimensional lineantsla
reedom [1]. via pole placement (details omitted). The deadbeat control
was chosen to highlight two features of play-back. Firsg th

ranging from the same campus to overseas. We also repedt@gdbeat's nominal operations require that a second dontro

experiments at different times of the week and of the day. be applied at a predictable time, and such a predictablegmi
is available with Algorithm[IL but not under an unbuffered

B. Plants and Controllers controller. Second, the deadbeat controller is extremgly a
The primary evaluation environment is the class of scalgressive, and so it highlights how timing predictabilitynca
linear plants due to their generality and relative simpfici support high-performance controllers.
However, results can be easily extended to higher-dimaakio The evaluation will use numerical simulations of plants.
linear systems, as briefly sketched below. The focus onscafdthough physical experiments are possible, numerical sim
linear plants is thus mostly for concreteness and ease ubhtions are vastly more flexible and have been validated
exposition. A scalar plant is characterized by state z(¢), extensively over the course of the decades. Even though the
aninput u(t) (the control signal), amutput y(¢) (the sensor plant is simulated, the real-time wide-area experimenes (S
data), astate disturbance v(t), and anoutput disturbance [V=A] are run over a real network. Simulations were executed
w(t), which are continuous-time scalar stochastic processé. various values ofi. The evaluation used only non-positive
The stochastic processegt) and w(t) model exogenous values ofa < 0, which make the corresponding plaid (2)
disturbances and noise. In a scalar linear plant, the stqet, Stable because open-loop stability is required to achiafe s
output, and disturbances are related by the equations: and fault-tolerant operations under network non-deteismin
. Several values aof were tried, and the default valueds= —1.
{ (1) B ax(t) + bu(t) + v(t) , (2) We set the default value @f= 1, which basically normalizes
y) = o) +w) the input units. A common model fap(¢) are independent
wherea,b are real numbers. In any one realization of Echormal random variables with mean 0 and variafiéé [6].
@), « and b are constants that represent the relationship our evaluation, the default i$/ = 1, which basically
between physical quantities in that particular plant. B%).i§¢ normalizes the output units around the variability of thépoit:
generic across applications because it models paranibtricaisturbance. A common model foft) is the formal derivative
any physical system characterized exactly or approximatelf Brownian motion and it is simulated as follows. The state
by a differential equation. Linear plants have numerous ap(t) can be expressed ast) = xo(t) + xx (t), wherezg(t)
plications [1], [11], [26], [19] and any textbook on controlobeys
engineering would present hundreds of examples (e.g., [6], { zo(t) = axo(t) + bu(t) 3)
[21]). Furthermore, linear systems describe the behavior o xo(t') = z@)
hybrid linear systems during each mode of operation, agdy captures the nominal disturbance-free evolution of the
as such they are a fundamental building block for Contrgﬂ/stem, and:y (t) obeys
paradigms that overcome the limitations of classical aintr .
theory [32]. { IN(t,) = azy(t) +o(t) (4)
Example 3: The ParaDex robot (Fidl 6) is a manipulator an(t) = 0
with 6 degrees of freedom. In each degree of freedom, tfibe functionz,(t) was integrated analytically for a generic
interface of the NAC reflex controller is a scalar linear seyst piecewise linean(t) and calculated numerically by the plant




| | Open-Loop | Unbuffered | Pure Delays | Play-Back |

ma 14.1657 5.8171 5.7105 5.2881

g 36.4254 14.9209 14.7639 13.7987

max |y] 76.7715 74.6532 34.7771 32.3791
TABLE I

SUMMARY STATISTICS OF TWO WEEKS OF SIMULATED TIME THE 99-PERCENTILE OF|y| IS DENOTED ASj (S = 900S). PURE DELAYS IS AN IDEAL
(NON-IMPLEMENTABLE) BASELINE.

simulator. The stochastic procesg (t) was approximated by system behavior in the absence of any controller. The open-
finite differences with the formula [4]: loop plant can obviously implemented in that it requires no

, ) - . ol communication and no controller. The open-loop scenario is
en (' + (i + Dh) = (L +ah)zy (¥ +ih) + Vho(i) , as good as any controller in the case of network partitionls an

whereh is the integration step aneli) is a Gaussian random conversely, a_controller should aim to be no worse _than open-
variable with mean 0 and variance?, for a simulation '00p under high loss rates. The second baseline is a closed-
parameterV. The default isV = 20 but several other |00p controller motivated by the observation that, in spite
values were tried as well. It is easy to see that the acc®f- network non-determinism, a play-back algorithm should
racy of the simulation requires that the stépbe a small "egularize signal delivery. The algorithm is thus compaved
fraction of min{1/|al,1/V2} and we found good accuracy@ simpler proportlonal_ controll_er (flx_ehl, no observer, small
with 2 = min{1/|al,1/V2}/20. The simulator uses thef')_(ed T = 10ms) bu_'F with the simulation of a perfect network
Mersenne twister to generate uniformly distributed pseud¥ith no losses, no jitter, and constant delays equal to,RT.T
random numbers [17] and simulates Gaussian pseudo-randdi$ second scenario is eminently ideal and will be denoted

variables with the Box-Muller method [27]. aspure delays. In the pure delay scenarioy, was minimized
by k = 11, as this value struck a balance between the transfer
C. Metrics functions of the two disturbances on the state and on the

The simulation outcome is most immediately expressed By/tPut. The gairk = 11 will be used in all our experiments.
the plant outpuy(t). However, metrics must be more succincticidentally,k = 11 leads to a gain margin of 9dB and a phase
if they are to capture long simulations and to compare difier margin of 60° in the corresponding continuous-time system
schemes. Summary metrics will be based on the time serfiéh constant delays. Pure delays can in principle be imgdov
Y = {y(iS) : i > 0}, which gives the plant output atupPon by_the more aggressive deadbeat cqnt_roller, bu_t only if
regular intervals of lengtts seconds. The evaluation metricgP@ired with buffers that ensure predictable timing, asutised
will express the variability around the set poiptt) = 0 in SectlonDIB. Theproportlonal unbuffered baseline is an
and, consequently, the methods’ tolerance to disturbaaces implementation o = 11 with the unbuffered controller (Fig.
network non-determinism. The first metric is the root-meak [20)).
square sample outputs = ,/>° ¥, Which is a classical
measure of the size of a signal [3]. Second, the 99-pereentil _
of |y| is the valuej for which Prly| > § : y € Y] < 0.01 A Obsérvations
and gives an indication of the tail of the variability around  Default Smulation: Table[] reports summary statistics
the set point. Finally, we consider the maximum deviatiofor 2 weeks of continuous simulated time, and [Elg. 7 shows a
max{|y| : y € Y}. In general, an important property isfive second snapshot of the plant output in the middle of the
robustness because it directly impacts the safety andistabisimulation. The open-loop outpytt) is mostly affected by the
of a physical environment. Hence, performance metricshvill well-known behavior of Brownian motion (state disturbance
related to variations of experimental conditions, and elslg  v(¢)), which can take the state away from the reference for
to deteriorating connectivity, so as to assert whether dotit  long transients (Figdd7(a)). By contrast, the controllezact
performance degrades gracefully. when the state starts to drift, and rapidly bring the plarakba

Comparisons and benchmarks are complicated by the ntw-the reference (Fidl 7(b)(c)(d)). In the long run (Tablg I
elty of networked control [12]. For example, previous cofitr all the measured play-back metrics are close to those under
theoretical algorithms address disturbances, losseay,d@t the ideal pure delay scenario and to the unbuffered coetroll
ter, and pipes but not the combination of all of these factors Senditivity: The simulations explored the sensitivity to all
[14]. In this paper, the evaluation benchmarks are adapbed f parameters. In general, if the network conditions detatéor
more classical control theory, and the play-back contrafle (packet losses, jitter), the play-back controller perfante
compared with three baselines. Two baselines can be phygiacefully degraded and, as the levels of service apprdgitnha
cally implemented and the other one cannot, but is a usefuhetwork partition, the play-back performance progredgiv
term of comparison. The first baseline is the output genérat@pproached that of the open-loop plant. The unbuffered pro-
by the open-loop plant [2) withu(¢) = 0 and expresses theportional controller also degraded but its performance was

V. EVALUATION
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Real-time wide-area experiments. The open-loogopeance is
ideal, cannot be implemented, but can be simulated (Tapl@ ke pure delay

scenario cannot be implemented in wide-area experimerfts. uhbuffered
controller had comparable results only when RET60ms and small loss

rates.

often significantly worse than that of an open-loop plant. Fo

example, Figl8 shows:, as a function of the probability of
remaining in the lossy state. Asincreases, the play-back con-

B. Factors

troller smoothly degrades into an open-loop plant. However The play-back behaviors can be better understood by iso-
the unbufferedn, becomes 10 orders of magnitude larger thaating the impact of its components, as discussed next.

the open-loop. Eventually, the loss probability is so sevbat

Play-Back and Expiration: A control signalu; is applied

the_ proportior}al controller is effectively disconnected the during a time interval whose bounds are defined by the play-
entire simulation and cannot cause any harm any longer. Tigck delay and by the expiration time. The expiration time wa
unbuffered controller was also sensitive to longer RTT'sl arespecially effective in the case of losses in that it presetiie

mo Was practically infinite when RT[;, > 150ms.

mo =~ 6)

reliability. It achieves ideal performance in the benigffiadit

continued application of an old control that was appropréit
Wde-Area: As for the real-time wide-area experimentsthe time it was originally applied but that later on wouldeéak
results were close to those captured in simulations onie plant output away from its reference value. Symmetyical
the simulation parameters are set to the values measutteel play-back buffer prevented the application of a signieam
in the corresponding wide-area experiment. Thus, wida-arié¢was not appropriate yet for the current plant state (nucaér
evaluation validates simulations. FIg. 9 plets as a function details omitted).
of the average RTT (the charts obtained for metrics otherThe buffer immediately plays back a packet received after
than m. are qualitatively similar and omitted). The playthe play-back timet’ + 7/ (Algorithm [, Lines 18-22). An
back mo gracefully degraded as the RTT increased. As faidvantage of the relaxed play-back is that it does not intro-
the unbuffered controller, in several wide-area experisigh duce additional losses. The late replay improved perfoo®man
had practically infinite values ofns and . The failure of especially because it avoided occasionally large valueg. of
the proportional controller was associated either wittagiel For example, FigiZ10 shows one such a spike at the very
longer than 60ms or with high and bursty loss rates in spikeginning of a wide-area experiment. The intuitive reasam c
of fairly contained RTTs (average RTT of 40ms). In the samse explained with Figld3u3 is not old (Algorithm[1, Line
scenarios, the play-back avoided any particular probleen, (i 11), and in fact it is only slightly late, and it is typically
more helpful than the continued application of the contimgye

Summary: The play-back algorithms resulted into higheﬁontr0|ugc)-

Minimum RTT: The value ofr,;, should be a close

scenario and, unlike the unbuffered controller, its perfance approximation of the RTT but,,;,, should also underestimate
gracefully degrades as communication conditions dettéor the RTT (Sec[I=C). For example, Fig 111 shows the RTT
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and ther,;, in a simulation where the delay distribution o

is stable for one minute and it then changes abruptly and :

significantly. The average,;, was 0.7ms less than the RTT

and underestimates it in all but 0.3% of the samples.hg

estimate adapted quickly to changes in the RTT distribution
Play-Back Delay: It was often the case thdt < 7, which |

means that a control pipe was established. Eig. 12 plots an O N U

estimate of the average number of packets in flight in the

round-trip path between plant and controller as a functidtig. 12. The average rati@'/r is an estimate of the number of packets in

of RTTmin. Since RTT., is the only variable simulation flight and is reported as a function of RE,.

parameter,I’ remains almost constant, and the control pipe

becomes linearly deeper.

As for the value of the play-back delay, it should be a fundamentally defined b{" + 7min (Algorithm 3, Line 18),

close approximation of the RTT' but should also Overesmﬁnd if T is less than the jitter, the nominal activation tlltl’l&r

it. Fig. I3 gives the difference — RTT under the default is likely to precede the reception of the signal by the plant,

simulation parameters. The play-back delay overestimiued SO that the buffer is effectively disabled. Consequentig t

round-trip time in all but 3.3% of the packets. The meafctual application times and the plant evolution are reddfi

overestimationr — RTT was 4.8ms and its standard deviatioWnpredictable. The point is further illustrated in Higl #ich

3.7ms. In other words, buffers led to the trade-off betweensdmmarizes the imperfections of the control pipe as a fancti

96.7% confidence on the exact application time at the price @fthe sampling period". Late signals are almost 40% of all

an additional average delay of 4.8ms. The underestimatien wackets wherl” = 2ms, but they drop rapidly. The number

however severe in correspondence to occasional delaysspiREéduashed signals is always less than 1% and decreases with

because the algorithm does not attempt to predict spikes. TArger sampling rates. In summaryJifis too small, the control

sensitivity to the jitter was investigated by keepingonstant Pipe is unpredictable, mostly due to the fact that the bugfer

and decreasing. As jitter increases, the algorithm generallygffectively disabled and signals are applied late. Howef/@r

increased the average— RTT but kept the underestimationis large enough, the pipe is fairly stable and little incretaé

rate constant. predictability is derived from further increasifig As for the
Sampling Period: The impact ofT" will be clarified by dynamic setting of7" (Algorithm [3), it slowly attempts to

settingT to a fixed value throughout simulations and showinghoose progressively faster sampling rates, but it backs of

the sensitivity of the results to the constant valueTofFig. if it detects a potential for imperfections in the contropei

[ showsm, as a function off’. In the first place, the root- The resulting late and quashed rates were close to the ladst th

mean-square erron, increases witi", as predicted in Sec. can be achieved with a constant valueTo{Fig. [18).

[=C1 However,my was significantly larger also at the smallest  Observer: The observer's prediction are subject to in-

values ofT" (leftmost side of Figi_1l4). Consequently, the fastesiccuracies due to network non-determinism and to assump-

sampling rates should be avoided. Higl 15 shows thatis tions in the algorithm. Moreover, when the observer makes

large whenT' is small relative to jitter. In the figurel' is a prediction on the future plant state, it cannot anticipate

normalized to the standard deviation of the gamma disiohut seconds in advance the inherently unpredictable evoluifon

(delay body). The first chart increases jitter with highduea the stochastic processesand w. The prediction inaccuracy

of r and constant\. The second chart increases jitter witthwas expressed as the mean-square difference between the

lower values ofA and constant. WhenT is small (relative predicted and true plant state, and it was basically equal to

to jitter), mo is large. The reason is that, T is small,7 is the variance ofv andw over an interval of length. Hence,

T/t
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Summary: The algorithm behavior cannot be attributed to G 1e03p
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V1. RELATED WORK

Fig. 16. Imperfections of the control pipe as a function @& fixed sampling

Remote control is a multi-disciplinary endeavor [8] and hariod T
been studied in control theory [14], robotics (the themehef t
IROS 2005 conference is “Networked Sensors and Robots for
the Improvement of the Quality of Life”), real-time systems
and middleware (e.g., [28]). Several control-theoretaglb-
rithms can benefit from a more deterministic communication
channel. For example, LQG controllers ([20], [14]) become The main contribution of this paper is a play-back algorithm
more aggressive if the channel quality improves due, féor tolerant and adaptive networked control. The play-back
example, to an underlying play-back buffer or to explicialgorithm is integrated with sampling (through the dynamic
QoS provisioning. In general, control-theoretical apptws setting of ') and control (through expiration times and per-
are complementary to Networks methods. Network researtiimance metrics). Packet losses are dealt with by rewgrtin
has investigated the real-time capabilities afforded bgrath to the inefficient but safer open-loop plant by means of the
Ethernet for manufacturing automation [10]. Networked Insontingency control. Otherwise, the play-back detesadapted
fomechanical Systems (NIMS) extend the capabilities offfixdo network conditions and the dynamic sampling peribd
networked sensors with mobile robots that explore an enavoided most imperfections of the control pipe. The plant
ronment. In networked control, congestion control has beetay-back is simple and its buffer is short. The algorithm
approached within an optimization framework [2]. Additedn was extensively simulated and emulated. It had low vaiitgbil
references (e.g., on play-back buffers) have been intedlu@round the set point and it was robust to varying levels of
in the previous sections of the paper. connectivity.

VII. CONCLUSIONS
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