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1 Introduction
Actuator networks will enable an unprecedented degree

of distributed control of physical environments, and further
progress will critically depend on the availability of a sim-
ulation platform that can capture both the physical and the
communication dynamics.

An actuator network consists of interconnected sensors,
controllers, and actuators (Fig. 1). Actuator networks are
pervasive in a staggering variety of applications [6]. For ex-
ample, an important future direction will involve their usage
to monitor and control the power grid [7]. Actuator networks
often differ from wireless sensor network because actuator
networks are dominated by the energy and computational re-
quirements of actuation. As a result, actuator networks of-
ten operate in environments where energy is readily avail-
able, communication can use wired media, extensive com-
putation is feasible, but the physical control dynamics im-
pose pressing real-time constraints [2, 5]. In general, actua-
tor network performance critically affects the behavior, sta-
bility, and safety of the controlled physics, and conversely,
the demands of the physics impact the design of an actuator
network [3]. Therefore, future progress critically depends on
tools for the combined simulation, emulation, and validation
of actuator networks together with their surrounding physics.

We will demonstrate a tool that combines the ns-2 net-
work simulator [4] with the Modelica framework. Modelica
is a modeling language for large-scale physical systems and
has been successfully applied to domains as varied as power
grids, flight simulators, and racing cars [8]. Its integration
with ns-2 enables us to simulate the physics jointly with a
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Figure 1. A conceptual representation of an actuator net-
work consisting of sensors, actuators, and controllers.

controlling actuator network. In particular, we will demon-
strate a power transmission application in which voltages de-
pend on the levels of real-time service in the underlying ac-
tuator network.

A co-simulation platform must support the two-way com-
munication between the simulators. For example, ns-2
would model the communication of sensor data obtained
from the Modelica’s simulation and, conversely, Modelica’s
actuators would use control signals that are being exchanged
over the ns-2 network. The main technical difficulty consists
in the two-way synchronization of the two simulators. On
the contrary, it is easy to combine the simulators for a pure
sensing application, in which sensor data flows solely from
Modelica to ns-2, but no information flows in the reverse
direction. We will demonstrate two-way communication of
sensor and control information.

In the remainder of this abstract, we will provide a quick
sketch of the underlying technical approach, and describe a
demonstration in the context of power transmission. A pre-
liminary version of the demonstration is available on-line
(http://vorlon.case.edu/∼vxl11/NetBots/#modelicans2), and
all of the software will be released shortly.

2 Ns-2-Modelica Integration
The integration is accomplished by creating communica-

tion elements in the ns-2 model and in Modelica. We have
created a new ns-2 application agent that is responsible for
communicating to a corresponding Modelica model. For ex-
ample, the ns-2 agent can receive packets in the ns-2 simu-
lation and use their payload to set a control signal in a corre-



sponding Modelica actuator. On the Modelica side, we have
written inter-simulator communication routines that we can
link to generic sensor and actuator models. As a result, sim-
ulator communication is achieved by pairs of corresponding
modules, one in each of the two simulators. The communi-
cation mechanics relies on Unix named pipes.

The major technical hurdle is the synchronization of the
simulators’ timing. Each simulation runs against simulated
time, which is obviously different from a wall clock, and
each simulator progresses at different speed. However, the
two simulations must be synchronized so that events will
propagate from one simulation to the other one and take ef-
fect at the appropriate time. Synchronization is achieved by
enslaving each Modelica’s element to its corresponding ns-2
agent. When the ns-2 agent is scheduled, say at time t, it
instructs Modelica to run until time t, and to exchange data
at that point. For example, if the ns-2 agent should deliver a
control signal to an actuator at time t1, it would instruct Mod-
elica to continue the simulation until time t1 and to read the
new value of the control signal. Conversely, an ns-2 agent
may sample a sensor at time t2 so as to use its value as the
payload of an ns-2 packet. Modelica would be instructed to
progress until time t2, at which point the sensor data is cap-
tured from Modelica and injected in the simulated network.
In general, synchronization is achieved by suspending and
restarting Modelica in such a way that the Modelica’s simu-
lation time never passes in front of that of ns-2. Furthermore,
Modelica’s simulation time catches up on demand with that
of ns-2.

The integration would be simpler in a pure sensing simu-
lation where information flows only from Modelica to ns-2.
In pure sensing, Modelica can be executed first and gener-
ated sensor data collected or piped into ns-2. In particular,
there would be no synchronization requirement for one sim-
ulation time to catch up with the other one

3 What Are You Going to See?
We will demonstrate the co-simulation of an actuator

network that controls the voltage of a power transmission
system. Actuator networks will enhance the power grid
with better situational awareness and control, fault-tolerance,
fault recovery, collaborative operations, and the incorpora-
tion of market dynamics to reduce peak prices and stabilize
costs [1]. The demonstration will both show the capabilities
of the co-simulation platform, as well as achieving a first step
toward the co-simulation of an intelligent power grid.

The simulated scenario (Fig. 2) involves a generator (de-
noted as PMgen in the figure) that supplies electrical power
to a remote load (zLoadDC) that is time-varying and subject
to disturbances (transSig). To dynamically match the load
with the energy supply, it is enough to keep the voltage to
a constant value. The voltage is measured by a sensor (DC-
voltage), its value sent through the network interface Y and
received by a network interface U. The communication from
Y to U is modeled via ns-2, and omitted from the figure. The
netowrk consists of a simple dumbbell topology traversed
by the sensor flow and by cross-traffic. The sensor data are
then supplied to a PI controller (PI vDC, gain) to dynami-
cally change the armature voltage of the PMgen so that its

Figure 2. A model for a simple power system with con-
trollers.

output matches the load. The main quantity of interest is the
value of the voltage, which ideally should be a constant re-
gardless of the variability in load. However, sensor data may
be subject to delays and losses in the end-to-end path from
Y to U, thereby jeopardizing the system ability to maintain a
constant voltage value.
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