Chapter 1
| ntroduction

Control Syssemsand Networks

Networked control systems (NCSs) are the collaboration of two engineering fields,
communication engineering (either wired or wirdless) and control engineering.

Because most NCSs are done in awired environment, understanding network protocols
such as Ethernet, token bus, token ring and CAN, is required to model the system’s
behavior.

The 1SO (International Standard Organi zation) has set up a guiddine for
computer networking called the open system interconnection (OSI). The OSl is divided
into seven layers. the physicd layer, the data link layer, the network layer, the trangport
layer, the session layer, the presentation layer and the gpplication layer from the lowest to
the highest respectively. The IEEE 802 committee has issued standards for loca area
networks (LANS): IEEE 802.3 (Ethernet), IEEE 802.4 (token bus) and |EEE 802.5 (token
ring). In LANS, the sublayer responsible for time critica/red time informetion is the
medium access control (MAC). Technically, the MAC sublayer is the bottom part of the
datalink layer. It is responsible the assurance of the connection between nodes over the
network.

Ethernet (IEEE 802.3) uses the carrier sense multiple access with collison
detection (CSMA/CD) protocol to control its communication. The transmitting nodes
terminate their transmission after detected collisons. They wait for arandom period and

try to send the frames again. The protocol is bandwidth efficient asjudtified in [8].



The token bus (IEEE 802.4) is physically connected in alinear or tree-shaped
manner. Logically, the connection between sationsis consdered as aring, where each
gation knowsits two logica neighbors. However, in order to use the protocol, the worst-
case time ddlay must be known. Even though the physical connection is linear, it does not
mean that physically successve station will receive the token after the previous station is
done. The token is passed to the station’ s logica neighbors.

When initidized, the hierarchy of ationsis consdered by the MAC sublayer by
their addresses, the gtation with the highest number is the beginner. The station with a
token may send frames during some amount of time and it has to pass the token on. The
token bus divides the datainto four priority classes, 0, 2, 4 and 6. When a gtation getsa
token, data with priority 6 is sent first and priority O isthe last with some measure to
guarantee the data with priority O gets some allocation.

The IEEE 802.5 (token ring) network has a specid bit pattern, called the token,
available for a gation to acquire when the network isidle. The token is removed from the
network when a gtation decides to make atransmisson. The token is regenerated after
the tranamitting ation finishes its tranamission. An implication of the token ring design
isthat the ring itsdf must have a sufficient time delay to dlow a complete token to dlow
atoken to circulate completely when dl stations areidle.

Another common protocol in today’s business is the controller area network
(CAN). CAN isaserid communication protocol that was developed to support
goplications in the automoative industry. The MAC sublayer in the protocol is carrier
sense multiple access with arbitration on message priority (CSMA/AMP). The protocol

uses amulticast technique, i.e. a station transmits a message and other stations decide to



accept or ignore the message depending on the configuration of amasking filter. For
collison protection, each message has a pecific priority that is used to arbitrate access to
the bus where logic zero is dominant over logic one. This conflict is resolved during
tranamisson a the bit level of the arbitration field. A common-use CAN-based systemin
device-level manufacturing isthe DeviceNe. It uses standard CAN with an additional
goplication and physica layer specification. [4]

Categorized by the MAC dgorithms, the protocols fal into two categories, ones
that produce constant transmission periods and those that create time-varying
transmission periods. The dgorithms used in the |EEE 802.4 standard and the IEEE
802.5 standard yield constant transmission periods, whereas the |EEE 802.3 standard and
CAN produce time-varying transmisson periods. Bounds for the tranamission period will
be needed to guarantee stability of NCSs. Thistopic was studied in [7], [9], &[10].

Also, based on the MAC dgorithms, the delay between transmissions (networked-
induced delay) is divided into two groups, determinigtic and nordeterminigtic. If the
MAC sublayer of a protocol accesses channel using the random back-off CSMIA/CD in
the Ethernet, for example, the delay from the protocol will be random. On the other hand,
the scheduling protocols (the IEEE 802.4 standard and the IEEE 802.5 standard) will give
deterministic delay.

Other concernsfor stability of NCSs are length of transmitted packets and packet
dropping. The underlying protocol of the MAC sublayer in the network is the key to
controlling the length of packets to be transmitted. In Ethernet, for example, the data fied
of the protocol is 1,500 bytes, so the size of transmitted packetsis unlikely to affect real-

time feedback signaswhich are only afew bytes each. The information can even be



lumped and transmitted in one packet. On the other hand, the datafield in the DeviceNet
isonly 8 bytes. The sensor data must be divided and transmitted in severd packets.
Packet dropping is often an inevitable event in network data transmission despite
the provisions network protocols. In rea-time feedback control, it might be advantageous
to drop an old control Sgnd and implement a new one. These issues were studied in [11].
Throughout the Smulations within, we assume single packet transmission with a
fixed transmission period from adigital controller equipped with an estimator. The Sudy
of dday estimation in feedback control systemsin network environmentsis the focus. For
networks using scheduling protocols, we propose static delay estimation to compensate
the system. For random access protocols, the network-induced delay is non-deterministic.
The dtatic ddlay compensation is not effective in these environments. Another approach,
caled dynamic delay compensation, is proposed for this scenario. The study is elaborated

in Chapter 3.

Thesis Organization

Thisthessis organized as follows. Some background material and related
mathematical analysis of NCSs are reviewed in Chapter 2. This chapter also includes
network delay modeling of some NCSs (CAN and Ethernet). However, the main
contributions to the NCSs are in Chapter 3. This chapter explains about the importance
of the compensation of immeasurable delay, eg. tca, and how it affects sysemsiif it isnot

compensated for. We summarize and conclude our study in Chapter 4.



Chapter2
Background

State-Space Model for Systemswith Delay
Delay L ess Than One Sampling Period’

Congder the linear state equations with input dlayed by |
X(t) = Ax(t) +Bu(t- 1), (2.1
y = Hx. (2.2
The genera solution to the equation is
x(t) = e Ix(t,) +2‘33A(“‘)Bu(t - 1)adt . (2.3)
to
By sampling the sysem with sampling period h the solution for the Sateis

x(kh+h) = e*™x(kh) +kh+h AKEROBY(E - 1 )dt . (2.9
kh
whereweassumeO< | <T.
Whilethesgnd u(t) is assumed piecewise congtant over the sampling period
intervd, u(t-1 ) is not piecewise congtant over the sampling period interval. The delayed
sgnd will change once during sampling period. The modified solution to the equetion is
kh+ kh+h
x(kh+h) =e*™x(kh) + """ Bdtu(kh- h)+ ¢&"“"""Bdtu(kh). (2.5)

kh kh+I

A discrete-time state-space modd of the system is given by

s(kh+pu_& Que Xk U, G
& ukh) U7 % oukn- nitg FE (29)

T See[1] for details



where

Ah
F=¢€e",
kh+h

G = ¢g"“"UBdtu(kh),
kh+
khtl

G = ¢g""“"""Bdtu(kh- h).
kn
Longer Time Delay*
If thetime delay, | , islonger than the sampling period, h. The andyssin 2.2.1
needs a little adaptation. Decompose | into multiplesof T:
| =(d-Dh+l¢ o<l £h, (2.7)
where d isan integer. The andyssis modified to
x(kh+h) =F x(kh) + Gu(kh- (d- Dh) + Gu(kh- dh), (2.8)
withthesameF, & and G, asin section 2.1.1.
The corresponding state- space description is

é x(kkh+h) o & G G 0 0k x(kh) 4 éu

a G5 é a é\u
Qu(kh- (@-Dh)g &0 O 1 - Opdi(kh- d)y Dy
a : G=€: i i i i G+éu(kh). (2.9)
8 g € 0é ua éu
& u(kh- h) 3 E:.O 0 0 I,;éu(kh- Zh)@ g)u
@ ukh) g g 0 O OBgu(kh- hy H & §

* See[3] for details



Compensation for Networ k-1nduced Delay

In this section we review the compensation discussed in [10], [11]. The
compensation of NCSsis considered for sensor-to-controller dday, t«, only. Feedback
systems are categorized to full-state feedback or output feedback systems. With full-state
feedback, the estimator compensates t .. In the output feedback system, the estimator has
to do both compensation and the estimate State of the system. These methods are
compromising asfar as delays are measurable. We use these approaches as our basic idea

for developing the compensation for both of measurable and immeasurable ddays.

Full-State Feedback

Let asystem be described asin (2.1) and (2.2), | < h. For every plant output, the
datais time-stamped by the sensor in order to acquire the information about current time

delay, t< k. Sensor information reaches the estimator at time kh+t . By assuming there

is no measurement noise and al sates are measured, the plant information &t that timeis

ki g
X(kh+t_,) =x(kh+t, ) =€"“=xkn+ """ =’Bu(g)ds, (2.10)

0

where X(kh+t ) istheestimated State at time kh+t .

Applying the state feedback control law to the system

ukh+t _, ) =-KX(kh+t _,), (2.11)
x((k+Dh+t_,,.)=F Xd )x(kh+t_,). (2.12)
where
dy=h-tg,.-te,,

F(d,) =F(d,) +Gd,) X ,



F ) =",

d

G(d,) = ¢g*° xBds.
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Fgure 2.1 Plant and estimator timing for full Sate
feedback
Output feedback

In practice, al states of some systems are not measured. Here we assume that the
outputs from the plant are the only information we know. An estimator is needed to
esimate the gate. A conventional current-state estimator is used in this study.

Without the delay, a current estimator is given by

X((k+Dh) = X((k+Dh)+L . Hq(y(k+2h)- Cxx((k +1)h)),
where, X((k+Dh) = F X(kh)+Gu(kh), u((k+)h) = - K*X((k+2)h)and Lcis
the estimator gain. The estimator is caculated in two steps. The estimator sate X(kh) is
projected forward to the next sample, X((k +1)h) . Then the calculation is corrected with
the received plant output to give (X(k +1)h).

When t« istaken into account, the current estimator scheme is described by



1. Correction baseon y(kh) :
x(kh) = X(kh)+L_Xy(kh) - Cxx(kh)),

2. Forwardto X(kh+t_):

Y(kh"'tsc) = eAtsc +Qk]h+tsceA(kh+tsc-S) >B>‘U(S)d$,

3. Cdculate the control law:
ukh+t ) = - Kxx(kh+t,),

4. Forwardto (k+1T:

R((k+Dh) = eA(“"SC>X(kh+tSC)+éh+heF(k“*“'s)><B>u(s)ds.

+H o
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Figure 2.2 Plant and estimator timing diagram with
output feedback

Delay M odeling

Network induced delays can either be congtant or random. If desire, the delays
can be made to be congtant by buffering the delay to the maximum after each transfer.
This concept was proposed in Luck and Ray (1990), the drawback is, however, that

delays are made longer than necessary. [6]



Constant Delay

In CAN-base networks, data (packet) contention for network channel usageislow
or nornexigent since its topology is smilar to atoken bus network [4]. It is safe to say,
therefore, that there is only one packet in the network channe from one channd. This
includes periodicaly sent packets with idle network channds at the time of transmission.

In this case, the delays appear congtant (with little-to-no fluctuation). Figure 2.3 exhibits
the delays from this case. Note that cable lengths and packet sizes affect the magnitude of
these delays. When there is more than one packet (the messages have different priority)
in the channdl, and the messages are periodicaly sent, the transmission delays appear in

periodicaly symmetrica pattern as shown in Figure 2.4.
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Figure 2.3 Network delays under the construction

condraintsin [6] when thereis no queuing.
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Figure 2.4 Delays of the CAN network in [6] when
sent messages have different priority.
Random Delay

Inreal communication systems, transmission delays might depend on one another
with an underlying probabilistic distribution, e.g. the Gamma distribution as stated in [5],
or they might not relate to one another. Empiricd fitting of a sngle distribution to modd
network delay isamost not possible. Mukherjee dso stated in [5] that network delay is
not stationary (cannot be describe with asingle time invariant mathematica modd) over
along period of time, but if dicesinto smdler period (10-30 min), the delay appears well

described as stationary.[12]

Markov delay M odel

Markov chain captures dependency of delays between samples. The model
represents delays using various states, such as time-varying network loads or network

queues.
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Markov Chain

A finite Markov chain isaMarkov process that takes vaues{r} in afinitesst S=
{1,2 ,3...,s}, with trangtion probabilities
P(hew = jlre=1) = q, (213)

The transition probabilities, ¢, fulfill g 2 Ofordl i, j1 S, and
é g = L (2.14)

The Markov State probability digtributionis
pk) = [P(K) P (K ... p.(KI, (2.15)

where pi(K) is the probability that the Markov chain sate a time k isi. The probability
digtribution for ry isgiven by

pk+l) = pKQ, (2.16)
wheretheinitia state probability

p(0) = p°. (217)

A Markov chanissad to be regular if the trangtion matrix Q isaprimitive
matrix, i.e. dl itsdements are grictly podtive. That aMarkov chain is regular means that
al sateswill be possible to reach in the future, there are no “dead ends’ in the Markov
chan.
If aMarkov chain is primitive the Sationary probability distribution

¥

p* =lim,,, p(k) isgiven uniquely satisfies

p* = p*Q, (2.19)

where p* isa probability distribution.

12



Let aMarkov chain represents a network mode with two distinct network loads —

low and high,

Ohl

Figure 2.5 Markov delay model
. = {LH},
with an arbitrarily chosen trangtion matrix of

_ .85 0350
- 915 0654

The probability distributions describing the Markov state at low load and high

load are anormd distribution with the means, m =0.003sec, m, =0.007sec and the

standard deviation s f =s/ =0.002. Figure 2.7 isthe Markov delay governed under the

gated conditions.

13



Frequency

delay(sec)
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0 1 1 1 1 1 1 1 1
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Delay (sec)

Figure 2.6 Smulated delays histogram according to the sate
of the Markov chain when the load and islow, |, and high, h.

-3
x 10
10

samples
Figure 2.7 The Markov delay of two network loads— Low
and Highwith Q.. =0.85, Q.4 =0.15, Qq. = 0.35and Qun =
0.65.
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Sensor-to-controller delay VS controller-to-actuator
delay

From his experiments, Nilsson distinguished the difference between the sensor-to-

controller delay,t«, and the controller-to-actuator delay,tca, he found in CAN as

“Sensor -to-controller delay When the message is to be sent the bus cabeidle or a
message can be under transmission. The probability for busidle depends on the period
of the process. It will show up asadeltain the probability distribution function. If the
busisbusy we will get anonzerot,, (waiting time for amessage) but there will never
be a queue of messages. The delay t,, will be uniformly distributed from O to the time it
takes to send a message. The modeled distribution is shown in Figure 2.8.
Controller-to-actuator delay The delay from controller to actuator can only take two
values when we have a one-load process. Thereason for thisisthat if therewas a
message waiting when the message was sent from the sensor, the transmission of the
waiting message starts before the message to the actuator is ready for transmission. In
this case, the delay until the transmission starts will be the time to transmit the load
message. |f thereis no waiting message the message to the actuator will be sent
immediately after some computation timein the controller node. The modeled
distribution is shownin Figure 2.8.”
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Figure 2.8 (a) Delay measurements (b) Probabilistic
digtribution functions of ts and tea in[6] of CAN

(b)

In the same study, network induced delays for an Ethernet network were
measured. The measurement at low network load showed that the t« is periodic and the
tca IScongtant. The variation increases as the network load increases. Because the MAC

sublayer of Ethernet employs CDMA/CD which backs off and waits for a random period
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of time before retransmission if packet collison is detected, the delays become non

determinigtic in high-load environment.
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Fgure 2.9 Delays measurement on Ethernet
with low network load in [6]
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Figure 2.10 Network delays measured from
Ethernet with an extra network load as set in [6]
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k
Figure 2.11 Delay measurements of Ethernet as

setup in [6] in high-load environment

The point here is the characteristic difference between ty and tca. Therefore,
compensating tc, usng techniquesfor ts: might not be able to capture some of the
characterigtics of the tc,. We propose t ., compensation estimated vaue derived from

mean vaue and interpolation. Detailed discussons of the method are done in Chapter 3.
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Chapter3

Network Induced Delays and
Compensation

| ntroduction

A networked control system congists of a plant with sensors and actuators, a
compensator (controller and estimator), and the underlying network. Defining by its
source and destination, sensor-to-controller delay, t«, isthe time it takes a packet to go
from sensor to controller. Another delay is controller-to-actuator delay, tco. Compensation
for these delaysis crucid to preserve the desired response. Ignoring it, even stability of
the system isin jeopardy.

The effect of measurable ddays (e.g. t<) on networked control systems (NCSs)
was sudied in [11]. However, the effect and the analysis of the immeasurable dday, tc,,
were not included in the study. Since t ¢, is dso afactor that contributes to ingtability,
study of the delay should not be overlooked.

Throughout the study, we assume that t isdistinct from tc, ,which cannot be

messured since the actuator does not have computationa capability.

——{ Atualor Plant Sensor |

Metwork inguced delay Metwark irdused deley
{Coniroler-io- petuaion deday) [ SenEor-k-conreller deday)

b

Controller

Figure 3.1 NCSs schematic with measurable
and immeasurable delays
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Compensation of t ¢,

Let asystem be described by
X(@t) = Ax@)+Bxu(t-t_-t,). (3.2

The system is sampled and integrated over one sampling period,
x(kh+h) = e*"x(kh +an“+“eA<kh+h- IBxu(s-t, -t )ds. (3.2

Because the control sgnd, u(kh), is piecewise constant over sampling periods, the

delayed version of it will be piecewise congtant over asmilarly delayed period.

x(kh+h) = e*'x(kh) +anh+tsceA(kh+“'s)dsB xu(kh - h)

+ \kh+tsc+tcae/.\(kh+h- 9 dsB xu(kh - h) (33)

o

kh+h

hY A (kh+h-s)
+Qn+t$+tme dsB »u(kh).

Interpretation of these equations is not as complicated as the equations themselves
may look. After asampling instant, sampled data travel through network to the
compensator (Figure 3.2). The compensator calculates appropriate control signd, u(kh),
with the factor of the t; in consderation. The control signal, however, cannot be put to
use immediately because of the tc,. The previous control sgnd, u(kh-h), therefore, is
used during the sampling period before the control sgna, u(kh), reaches the actuators.
Note that computational delays were absorbed into t (if measurable) or tc, (if

immeasurable).
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Fgure 3.2 Timing diagram of adelayed sysem
Practicdly, severd states of a system might not be observable, the gathered
information, hence, isincomplete for full-state feedback calculation. To estimate such
systems, estimators and controllers should be constructed as below,
1. Current Estimator
X(kh) = X(kh)+L(y(kh) - Hx(kh)),

2. Network induced delay from the sensor to the controller

kht o
X(kh+t.) = e*=x(kh)+ "= 9Bdsxu(kh- h),
kh
3. The Control Law
ukh) = - Kx(kh+t,),

4. Network induced delay from the controller to the actuator

kh+t & +t o
X(kh+t +t ) = eMex(kh+t )+ ('™ ="="9Bdsxu(kh- h),

kh+t o

20



5. Forwardto X(kh+ h)

R(kh+h) = erMtetag(kh+t  +t ) + khé;a“k““'s)Bdsm(kh).
Kt o H oo
The equations describe fully compensated system if ts and tc, are known.
Zhang'sworks ([10], [11] ) show an approach to measure the tg; by timestamping data
from sensor and taking the time difference when the data reaches controller. The
technique does not hold for compensating for tca Since the delay is yet to happen at the

time of the Sate estimation. Edimating tc, from information a hand is desirable,

therefore.

Static Delay Estimation & Dynamic Delay Estimation

We propose two approaches to compensate for tc,, Satic delay estimation (SDE)
and dynamic delay estimation (DDE). If the network information has been monitored and
datigtics of the ddaysis available, estimating the t ., with the mean may enable recovery
of the desired response. If, for example, contention for channdl usageisresolved, a
congtant time delay is expected and compensation for the system could be done by the
SDE. We called the approach static because the compensated vaue is static through out
the operation.

The DDE is designed for networks with non-deterministic delay. This method
employs the advantages of interpolation to help estimating the delay. Because the delays
and their estimates vary from sample to sample, theterm “dynamic” is adopted. The

dgorithmsto estimate the delay are next, followed by a description.
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Figure 3.3 Timing diagram for the dgorithms
Step 1: Current Estimator
X(kh) = X(kh)+L(y(kh) - Hx(kh)),

Step 2: Network induced delay from the sensor to the controller

kh+t o\

X(kh+t_,) = e=x(khy+ & “"=Bdsu(kh- h),
kh

Step 3: The Control Law
ukh) = - Kx(kh+t_),
Step 4: Interpolation to estimate tea k1
4.1 Repesat Step 1 to step 3 for k-1
4.2 n-point interpolation tableau

4.2.1 Network induced delay from controller to actuator

Y2Y0Y2YaY1YaY1YaY0Ya¥aYa
" Step 4 can be done before estimating current position, (X(kh) )
" Skip step 4 for SDE
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Xo(Kh- ht gor +t o sn) = €= X(kh- h+t g \0) +

kh- h+t < k- 1+t ca,0->n

N A(kh-h+tSvk,1+tcav0,>n—s)Bdsm(kh_ 2h),
kh-h+t g s
4.2.2 Forward to X , (kh)
)zp(kh) = eA(h_tsc'k-l_toavo»n)Y(kh_ h+tsc,k +tca,0->n) +

kh
O “9Bdsu(kh- h).

kh- h+t sc k- 1t ca,0->n
4.3 Interpolate for tca k-1 USng Neville sdgorithm’

t X,0(kh) =FR

ca0 *

I:)01
to: Xpkh)=R
P
N Pin
t(:51,2 : Xp,2 (kh) = P2 an
Pn—ln

tn: X,n(kh) =P,

ca,n

=) _ (y(kh) - X p.n-1 (kh)) P012..n— 2 + (5\( p.n-1 (kh) - y(kh)) P123...n— 2
oz (X 0 (KD - X, ., (KH)) '

t ca,k-1 = I:>012...n.

Step 5: Compensatet ., with €,

5.1 Static Delay Estimation (SDE)
J
a t ca,i
Cox = T = % where i =1,23...N

kh+t ¢ +Tca
X(kh+t o, +T,) = eM*X(kh+t )+ "= ="9Bds>u(kh- h),

Khtt g

" See Appendix A for details on Neville' salgorithm
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5.2 Dynamic Delay Estimation (DDE)

521 f\ca =t cak-1

kh+t < ,kﬂ ca,k-1
X(kh+t gy +t ) = e X(kh+t )+ gt == 9Bdsxu(kh- h),
kh# o

igN
é t ca,i
522t = i:jN wherej =1,23..k- 1;N =01,23...M and

O<j+N£k-1

kh+t ¢ +Hea

X(kh+t _, +€,) = e™='X(kh+t_ )+ ¢g**“"="=""Bdsxu(kh- h),

kh+t ¢

Step 6: Forward to %(kh+ h)

kh+h
X(kh+h) = e*Metardgkhet  +t o, )+ BN OBdsu(kh).

kh+t sc, k + cak-1

Y
Calculate for immeasurable Interpalation
delay (mean of delay statistics) tableau
L]

Y

Compensale the

~ =asurabia del
L UITI]'?IL‘I'IHi.{[C f'ur iesnnbe e

measurable delay

hd
Interpalate
immeasurable delay
L J from sensor data

Compensate for

immeasurable delay Cumpe:mte the
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Figure 3.4 Flow chart of the dgorithm () SDE (b) DDE
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Explanation of these equationsis asfollow. At Step 1, the estimator corrects and
updatesits sates, and passing the result (via network) to controller. Thetime it takes for
the information transmisson from Step 1 to Step 2 isinduced by network traffic (t).
After compensated for tg: in Step 2, controller ca culates updated control signal (Step 3).
At Step 4, the interpolation tableau is caculated (reminder: sensor and actuator do not
possess computationa ability).

Firgly, Repesat the caculation of Step 1 to Step 3 for the previous sampling period
(k-1). Next, an n-point array representing arange of possible candidates of tca (O£ tea £
h-ts) wherenisan integer. A forward caculation for each possible valuesfor te, is

performed (X , (kh),, 5...,). Hence, interpolation tableau is created. The measured output

(y(kh)) is used to interpolated among these caculated values. This gives an etimate of
the actudt ca. (Step 4.2 & Step 4.3)

A

possible 1 _
| | L ] |
T o 1 2 3 n-1 n

i B |
o »

kh o khet, kh+h

Figure 3.5 n-point tableau
There are no clear rules on how many points the tableau should contain. However,
if the tableau contains fewer points than necessary, interpolation error is generated due to
information scarcity. On the other hand, if the function is not one-to-one, and the tableau
contains information beyond the minimum or maximum point (depending on whether the

function is concave or convex), interpolation is going to be generated due to interpolation
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nature. (Consult results and discussions section in Real -time experimentsfor graphic
details.)
Compensate the system with the result from Step 4.3 (for DDE) or Step 5.1 (for

SDE). Ladtly, predict result of Step 5 using the t, (Step 6).
Offline Experiments

Reviewed in Chapter 1 and Chapter 2, each network protocols give different delay
characterigtics depending on their MAC-sublayer dgorithms. In [6], the study conducted
various CAN and Ethernet network environments and measured the network-induced
delays from each setup. Inspired by that study, we created arrays of delays emulated from
those various scenarios and used our dgorithms (either SDE or DDE) to compensate for
the tca.

We implemented our agorithms on a double integrator system. Its step-responses
were designed to exhibit characteristics of V= 0.5 and w, = 1.5784 rad/sec. The state
gpace of this double integrator is

é0 1u éou
x(t) = a X (t) + a qgu(t).
€0 0y &1y

Let the system be sampled with zero-order hold at the rate of T second/sampling

4 T &r 2 /20
x(KT +T) = & . ox(KT) + & /gu(kT).
& 1lg e T 0

Congtructing the estimator for the double integrator with compensation for t« and
tca from the dgorithmsis asfollows:

1. Estimator Correction
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x(KT) = %(kT)+§f§x[y(kT)-[o (k).

2. Network induced delay from the sensor to the controller

N
X(kT+t ) = g) 1 L<|><x(kT)+gtSc’kﬂ»u(kT T),
3. Thecontrol law
ukT) = - [K, K,]X(KT+t_,),

4. Network induced delay from the controller to the actuator”

. q * 2 l:l
~ . €t u &y
X(KT+t ., +t°a):§o L OX(T )+ 6 Pu(kT-T)
u étca g
5. Forward to next sample
) ér2 t o +t *)2 U
A _ _ U . ~ SC, ca _ _ f
X(kT+T)=gl " tSQI:(L tca 9’9_((kT+t sgk + ca )+g?+ 2 Tt*sqk tha HX,I(kT) '
& a g T-tew-te g

Using Matlab, the controller gain, K, and estimator gain, L, were caculated. Our
controller gain, K, was [1.7728 1.5208] . In[3], itis suggested that responses from
estimators are conventionaly two to four times faster than the response from the
controller. Here, we chose it to be two times faster. Correspondingly, the estimator gain,

L, w e— 049970 Also, theinterpolations for t ¢, in this section were aided by a
e15857 a PO “

Tt *ist_ for SDE, and t

ca ca ' cak-1

for DDE

“t_, ist,, for SDE, andt for DDE

cak-1
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function in MATLAB cdled “interpl.m”. The results from DDE in this section were

interpolated from twenty- point tableau.

Scenarios

Four scenarios pardld to NCSs were investigated. We chose a suitable dgorithm
to estimate for the compensation of t¢, in each scenario.

First scenario: one plant, one sensor, one compensator
and one actuator on a network

Sansar Plant —— Actuator

-

Contrallar

Figure 3.6 Network diagram describesin the first scenario

In this scenario, the network is connected to only three components, a sensor, an
actuator and a controller and it is a dedicated network to only one plant without
connections to other networks. Because of these conditions, measurement of the
transmission delays not only satisfies a (Satigtically) stationary condition; but, indeed, it
isacongtant. Moreover, not only ts can be measured, but aso t4 Snce the network is
exclusve and there is only one controller to use the communications. The delay
measurement can be done finding the corresponded delay of that network physica length.

Here we assumed a transmission delay of 0.08 sec. The emulation of the network-

induced delay of the scenario is represented in Figure 3.7.
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Figure 3.7 Arrays of crested delay under the first scenario
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The response of the designed system is as shown in Figure 3.8. Presumably, the
in Figure 3.8, are unbounded due to out of date control sgna (see compensation of tc).

step responses of this system with the presence of network-induced delays, dso as shown

T T T 1 T T T T T
||||||||||||||||||||||||||||||| P o=
== =|_|
e o I — D
S 2gs
aawa
||||||||||||||||||||||||||||||| Wm0
- — - — - — - 1 =~ — = — - — 4 oo M C
[ VY I v}
oo C o
................. o] s
I T EEDZE
o o o
CcmC
N PR = £ o |
T o — s ] i - O3 o 3=
R 2222
_ 0000
v m e e — =TT LR TR T ]
sl e mowomom
z .
rrrrr 0o oo oo oo
et | e
R ToOooo
i P S0
- O m O o
\4 o om0 om0
o SHEFEFF
M 1
| 1
- 1 1
1 1 1 1 1 1 1
=+ m (o] — j

3
-4
5

30

15

29

10

Figure 3.8 Step responses showing effect of ts: compensation



Even though the responses in Figure 3.8 for both of the t .—uncompensated
system and the t .—compensated system diverged, the t .—compensated system diverged
at dower rate than the uncompensated system.

For the NCSs similar to this scenario, recovering performance of the system can

be done by finding corresponding transmission delays (for both ts. and tc,) and

compensating them (Figure 3.9).
1.2
1 -
08
Z’- 06
0.4
02r
D } 1 1 1 1 1
u] 5 10 15 20 25 30

tirmelsec)

Figure 3.9 Response of t-and-tc5-compensated
system (ts = 0.08 sec and t, = 0.08 sec)

— control signal when Tsc is compensted for
| but Tea is not
| —— control signal when Tsc and Tca are

compensated for

magnitude
Lo -
T T ._I T
=
E _

time(sec)

Figure 3.10 Control Sgnals of the double-integrator
sysemwhen i) only compensated for t« (Figure 3.8)
i) compensated for both t and tc, (Figure 3.9)
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Second Scenario: one plant, multiple sensors, multiple
compensators and multiple actuators without competition for
network channel

1 achuahor, BaNgf, ———

achiator, Elant A0,

{ achiatar, SENsOr, |

Figure 3.11 Network diagram for the second scenario

This scenario isareplicaof a CAN. The system components consst of multiple
controllers, multiple sensors and multiple actuators. Transmissons of the controllers are
controlled by message priority (CSMA/AMP). According to [6], priority of messageson
networks, congtancy of sampling interva and network channd accessibility affect the
characterigtics of delays. For example, characteristics of measured delays will be
datigicaly sationary when sampling time intervd is congtant and the sending message
has higher priority than other messages on the network.

We emulated characteristics of the delay, tc,, Of delay-measurement experiments
on CAN in [6]. Depiction of our emulated array of delaysis shown in Figure 3.11. We
choose the loaded network delay to be 0.04 sec and |oad-free network delay to be 0.02

SeC.
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Figure 3.12 Emulated network-induced delay under

the second scenario

We used SDE to estimate t ¢, in this system. The systern were compensated with

mean of tea (T, = 0.025 sec).

Responses of the system are shown in Figure 3.13

1.5 i e m— e ——
J —_*— lﬁﬁ_gﬁmgzgzig ssyysgt'teerzn(using SDE)
"|.|IIIIIII
o
b A0
ﬁff.;.la||:||||lll
5 ik i
& T T
T SN
ot rrrrr
I dorh e
| ot
N/ IR
a 5 10 15 20 Z5 30
time (sec)

Figure 3.13 Step responses of the systlem from the
second scenario when both delays were compensated
for and when only t was compensated for
A new array of delays under the same conditions as the one in Figure 3.12 has

been created (Figure 3.14). We compensated t ¢, of this new environrment with mean

32



vaue of thearray, €, = 0.025 sec (same compensation approach as Figure 3.12). The

desired response and the response of the system are shown in Figure 3.15.

o1

0.09 +

nosr

0.07

0.06 -

0.05

delay (sec)

0.04 i
0.02 +

0.01

0

0 10 20 30 40 50 G0 70 g0 90 100
sample

Figure 3.14 Emulated network-induced delay under
the second scenario

u] 10 20 30 40 a0 &0 70
time (sec)

Figure 3.15 Desired response and response of the full-
compensated system (using SDE to estimate the delay
in Figure 3.14)

Even tough, we used the T, to compensate the system, and the mean of these two

arrays were the same, but delay characteristics of the two arrays (Figure 3.12 and Figure

3.14) were different. As aresult, the responses of the compensated system were unique.
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Surprisingly, the response of the system with the new array of delay could not be
recovered. Thisis because we compensated tc, with “datic’ vaues. As shown in Figure
3.14, t.4 was atime-varying function, therefore; usng single number to represent the
array of variety might not be an effective approach for that the precison of control

signds depending on this caculation.

Third Scenario: multiple plants, multiple compensators and
multiple actuators with compensators compete for the
network channel

Kgin
Matanrk

|_ ach.mkr Y

Plant

| cantrolkar controlar,

Figure 3.16 Network diagram of the third scenario
The scenario represents a network control system connected to another network
using Ethernet as an underlying dgorithm. Hence, it islikdly not possible to predict
behavior of network-induced delay under this scenario Snce compensators of each plant

independently seizes the network channd to tranamit its messages. This meansthere



might be times that multiple compensators try to transmit data S multaneoudy; it might

aso mean thereis no channd usage a dl. The uncertainty surely affects the estimate for

Lca.

Condder the delay measurements from the Case Western Reserve University’s

network (CWRUnNet). This experiment was conducted in [11]. Zhang measured the delays

from two computersin the same room under the same workgroup with the characterigtics

as shown,

0.35
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Figure 3.16 CWRUNet delays measured in [11]
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Figure 3.17 Histogram of CWRUNEet ddlays
measured in [11]
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We tried SDE as the agorithm of estimation using mean and mode as the
compensation vaue. The gotten responses confirmed with the idea concluded from the

second scenario.

-
T

-2

n] =l 10 15 20 25

Figure 3.18 Step response the system using SDE asthe
agorithm of estimation where mean of thedday (T, =
0.0185 sec) was the compensation value

“n 5 10 15 20 25 30

Figure 3.19 Step response of the system using SDE as
the agorithm of estimation where mode of the delay

(T, = 0.0060 sec) was the compensation value
To edtimate the delays under this scenario, one can only rely on the ddays

higtory, (t ., 1,t a0t cazs- st car.1)- Thisapproach is described as DDE in the earlier

ca,2?
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section. DDE tracks changes of the system response; uses this data to interpolate for tca
and feeds the results to the compensator. We used the measured delay from Figure 3.16
to be our array of tc,, and used DDE to be method of estimation. Two approaches of
DDE have been tested in this scenario. Figure 3.20a shows the responses from the

compensation where £, iscaculated at Step 5.2.1 and 5.2.2 where N = 3.

1

et | %
" ' P i e e e e S

0.8 r
0.7 F
0.6
0.5
0.4F
0.3F
02F

0.1k

—— full compensation with DDE (Tca from Step 5.2.1)
full compensation with DDE (Tca from Step 5.2.2)

u] al 10 15 20 25 an

u]

Figure 3.20a Responses of the system employing DDE
asthedgorithm

The difference in the response of the system between both methods istrivid, by
the factor of x10°3. (Figure 3.20b) This difference contributed from the uniqueness of

compensation-vaue selection of each methods. During informeation-collection period of

t_, of Sep5.2.2 (thefirs three point of Figure 3.20b), we assigned those £, to be

t .. y.1» Which isthe same compensation values employed by Step 5.2.1. Hence, the

difference of the two signa during the period is zero as shown.
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Figure 3.20b Difference of the two responses of
Figure 3.20a

Generdly, it is possible that measurable dday, i.e. t;, and immeasurable delay,
i.e. tca, might share Smilaritiesin their natures in some networked environment. In such
cases, measurements of measurable delay are acceptable candidates of the compensation
vaues of the immeasurable delay. This is because the two network-induced delays are
symmetrica; therefore, the delays are expected to be nearly identical. The undergoing
assumption that supports the logic is that the controller and the actuator are equally
gpacing from the plant ether logicaly or physicaly according to MAC sublayer

agorithm of delay measurement.

Real-time experiments

A dient-server program, the Microsoft® Visua Basic for itsinterface and
SocketWrench, an ActiveX program developed by the Catalyst co. Itd.
(http:/Amww.catalyst.com), for network communications, was developed to test validity

of our dgorithms.
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The difference between this program and the program in [11] arethisisa
standa one program and the agorithm behinds the two are different. In this program, the
computation is done by caling dynamic library link files (DLLs) whilein[11] the
program relieson MATLAB for its computationa ability. Moreover, the program in [11]
is conducted under the assumption of the delays (ts and tcs) were bundled together and
then compensated as measurable delays whereas in this program the delays were

differentiated to be measurable (e.g. ts) and immeasurable ddlay (9. tca).

Clock Synchronization

There are severa ways to synchronize the clocks, e.g. hardware synchronization,
software synchronization or combination of the both. This program used the scheme
reviewed in[2] & [11]; compensators send specid sgndsto plants asking for clock
readings, the plants send the readings back to the compensators. The compensators
update their clocks with correction of the offset and round trip time.

Every message in this experiment sent out by the plant and the compensator is
time stamped for precise caculation for t; therefore, the plant and the compensator

clocks have to be synchronized.
Set-up

The program was set up on two computers, one as a plant (computer 1) and the
other as a compensator (computer 2). On the compensator side, we developed two
dynamic library links (DLLS), ctrl.dlI* and dbinte.dl|?, to compute the control law and to
amulate the plant. In order to compensate immeasurable delay, we developed another

DLL caled interp.dll® to take care of the interpolation.

1,23 gpyree codes are shown in Appendix B
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Figure 3.21 Network diagram of the experiment

Sensor-to-confroller
delay

Controller-to-actuatos
delay

Figure 3.22 Logica diagram of the experiment

Resaults and Discussions
Step Input

We used the same double integrator to be the plant of this experiment. We ran the
experiment over the CWRUNEet and used DDE for delay compensation with the desired
response as shown in Figure 3.8. The results from real-time experiments agreed with the
MATLAB experiment (offline experiment). This confirmed the vdidity of our agorithm

vaidity. The step response from our red-time experimentsis as show in Figure 3.23.
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Figure 3.23 Step Response from the experiment
However, when the prepared tableau fal to represent range of the t,, the

interpolation will dso fail aswe found out in one of our tests.
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Figure 3.24 Step response, delay and interpolation of
the ddlay of the system

Herethered tc,isover the range of prepared tableau a0 it violated one of the

requirements, kh < kh + ts + tca £ kh + h. We amulated this Situation and re-ran it
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using the same agorithm but changed the sampling period to 1 sec and extended the

tableau range to 0.5 (from 0.2). The Step response of the adjusted system is shown in

Figure 3.25

1.5

output

05 -

u]

a 5 10 15 20 25 30
tirme (sec)

Figure 3.25 Step response of the adjusted-estimation
system
From our tests we found out if the f(tca) is not a one-to-one function, extending
the tableau range might increase the odds of interpolation error. We suggest that the
expangon and/or truncation of the range should be done only when interpolation shows
arithmeticaly impossble results for the dday (ether they are larger than the prepared
tableau range or the results are negative vaue).

Figure 3.26 shows parabolic function of the double integrator (second order

system) used in the experiment. The shown parabolais at the 65" sampling period.

42



output

1.1245

1.124
11235
1.123
11225
1122

1.1215
n]

2]
B
3]
23]
3]
22)
2]
3]
2]
#+ Aifty-point tableau
A \ L . L O twenty-point tableau
0.05 .1 a1s 0.2 0.2s 0.3 035 04 045 0.5

Tca (sec)

Figure 3.26 fifty- point tableau and twenty-point tableau
of the double integrator system in the experiment setup

Sinusoidal Input

For gatic-sgnd input, i.e. step function, after the response of the system reached

the steady State, it becomes less sengtive to its environment. However, when fed the

system wit time-varying-sgnd input, i.e. Snusoidd sgnd, the Sate-estimation error of

the response can be seen clearer than the Satic Sgnd. Thisis because the sgnd changes

with time; thus the response does not have steady Sate.

We egtimated the double integrator with low frequency sinusoida signds. The

sampling period is 1 sec with the desired parameters as follows: the overshoot is less than

20% and settling isless than 10 sec. Figure 3.27 shows the estimation output, referent

input and the delayst ¢4, measured and interpolation result
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Figure 3.27 Output of the compensated double integrator
with the shusoidal signd as the reference input
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Figure 3.28 Error between Input and output of the system
in Figure 3.27
The delay showsin Figure 3.27 isamost zero because the size of the control
ggnd isvery smal in comparison to the CWRUNEet' s bandwidth. The error showsin
Figure 3.27 came from the nature of feedback control.

Furthermore, we planted our system in a more non-determinigtic-delay

environment. The result of the experiment is shown in Figure 3.29.
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Figure 3.29 Output of the compensated double integrator
System in nondeterminigtic delay environment
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Figure 3.30 Error between input and output of the
system in Figure 3.29
The glitches in Figure 3.30 came from the nature of the DDE — it compensates the
system immeasurable delay, t ca k, With the last known immeasurable dday, tcak-1. When
compare Figure 3.27 to Figure 3.29, the state estimation error of Figure 3.27 (Figure
3.28) is smoother than the error of Figure 3.29 (Figure 3.30). Thisis because the ddlaysin

Figure 3.26 were |ess variance than the delay in Figure 3.29.
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Effect of Designs

The next amulations intend to study the effect of pole placement on the system
gability with time delay without compensation for the delays. Various pole locations
have been studied starting with more sengtive locations (i.e. near the unit circle in the z-
plane) then moving to Sabler locations (closeto origin of the z-plane). Simulations of the
system have been conducted in three cases, 1) without any compensation, ii) with
compensation for ts and iii) with compensation for ts; and tc, with the DDE. Deays
used through out the smulations were the same delays as shown in Figure 3.20.

In the fird smulation, the closed-loop polesareat z = 0.6249+ j0.3781. The
result is shown in Figure 3.31. From the figure, ii shows that the system without any
compensation has the worst response. The compensation-for-t . system lessens the
magnitude of damage done to the system, but the system is ill unstable.

Next, the closed-loop polesaremovedto z = 0.5716+ j0.3131. The unit step

response is shown in Figure 3.32.

Magnitude

—— desired response

—s— no compensation

—=— with Tsc compensation
—+— full compensation (DDE)

D % 1 1 1
u} 5 10 15 20 25 30

Tirme (second)

Figure 3.31 Step responses of the system where the
closed-loop polesare z = 0.6249+ j0.3781
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Figure 3.32 Step responses of the system where the
closed-loop poleslocatedat z = 0.5716+ j0.3131

Even though the uncompensated system and the t i--compensated system are lill
ungtable, the ingtability of both systems becomes less extreme.

The closed-loop polesarenow a z = 0.4860+ j0.2941. The uncompensated
sysem is ill ungtable as shown in Figure 3.33; however, the t «-compensated system
becomes stable but the dynamics of the system differs from the desire response because
of the affect of the tca.

Moreover, when the closed loop polesweremovedto z = 0.4710+ j0.2850,
even the response of uncompensated system became stable. The step responses are shown

in Figure 3.34.
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Figure 3.33 Step responses of the system where the
closed-loop poleslocated at z = 0.4860+ j0.2941
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Figure 3.34 Step responses of the system where the
closed-loop poleslocatedat z = 0.4710+ j0.2850

From Figure 3.30 — 3.34, responses of the system were gradually become stable
(bounded output). This can be concluded that if the closed-loop poles were placed inside
guaranteed region, even the response of uncompensated system can be bounded. Thus, it
isinteresting to investigate this ‘ guaranteed region’ (bounded response) in different

compensation scenarios.
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We tested the system (double integrator) under three scenarios— i) uncompensated
system, ii) t s——compensated system and iii) fully compensated system. The poles were
placed in unit crdein Z-plane. The responses were checked for boundedness. The tests
were done uniformly over the unit-circle. Then, we refined our scale to find the edge of
the bounded region (steady oscillating). The parameters of the tested system were that h =
0.4 sec and t«. = tca = 0.08 sec. The plots are presented in Figure 3.35 (8) — () where x
represents the response with growing oscillation, o represents the response with steady

oscillation, and [ represents the response with decaying oscillation.

. 05 0 05 1

(8 Bounded region of the scenario inii)
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(c) Bounded region of the scenarioin iii)
Figure 3.35 Bounded and unbounded regions of the double

integrator system when i) uncompensated system
i) ts — compensated system iii) fully compensated system
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Chapter 4
Summary

For deterministic-delay networks, compensating the system by using mean vaues
of the delays are sufficient to sabilize systems (SDE). It is, however, more complicate in
non-determinidtic-delay networks. DDE is proposed to use in the Stuation. The gpproach
isto estimate the delays from current sampled data to determine the t,. Resulting in
edimating the delay from previous sampling period; nevertheless, the estimated delay
should not be much different from the redl delay sinceit is the same network and the
egtimation is contiguous from one sample to another. However, sporadic burgtsin
network traffic are inevitable occurrence. The effect can be seen in form of glitchesin the
response a the time burstiness occurred.

Postion of pole placement may relieve severity of ingability of the system in the
manner that when closed-1oop poles are placed to stabler area, the systems are able
tolerate more disturbance (in the smulations the system becomes more tolerable to the
error accounted for the lack of compensation for ts; and/or t¢,). Thisleadsto atopic of
greedy control. The redization is that when employ a greedy control, an accurate
esimator iscrucid. Y et, there exist noises that may deteriorate proficiency of estimators.
Hence, we do not recommend the method of pole shifting to be soldy solution for the
delay problem. However, deftly placing the poles would dleviate the problem. Y €,
choosing location for the polesisaform of art and thereis no right or wrong aslong as
the congtraints were met. The way to master the kill is by observation and practices.
Moreover, stability region of the model NCS when compensations for 8. and 6¢, are

absent issmallest but it grows as delays have been compensated. This confirms our
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assumption that if immeasurable delay is left uncompensated, system response will

degrade.
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Appendices
Appendix A: Neville'sAlgorithm

Let P; bethevdue at x of the unique polynomia of degree zero (i.e., acongant)
passing through point (X1, y1); SO0 P1 = y1. Likewise define P,, P3, Pg, ... Pn. Now let P12
be the value a x of the unique polynomid of degree one passing through both (x1, y1) and
(X2, ¥2). Likewise, P23, P3a, Pss, ... Pinyyn. Smilarly, for higher-order polynomias, up to
P123...n, Which isthe vadue of the unique interpolating polynomid through al N points,

i.e, the desired answer. The various P’s form a“tableau” with “ancestors’ on the left

leading to asingle “descendant” a the extreme right. For example, with N = 4,

X =R P

12

P
X0 ¥, =PR, 1
Py P
_ P234 1234

X3: Y3=PR =

4
Xs0 Vi =P,

Nevilleé sdgorithm isarecursve way of filling in the numbersin the tableau a
column a atime, form left to right. It is based onthe relationship between a* daughter” P

to itstwo “ parents’,

P _ (X' Xi+m)F?(i +1)...(i +m- 1) + (Xi B X)P(i+l)(i+2)---(i+m)
i(i+1)..(i+m) —
Xi = Xim

This recursive works because the two parents dlready agree at point X.,, ... X, ;-
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Appendix B

Appendix B1: Source code for Plant

Option Explicit

Private Type SysTime
sysYear As Integer
sysMonth As Integer
sysDay As Integer
sysDayofWeek As Integer
sysHour As Integer
sysMin As Integer

sysSec As Integer
sysMilliSec As Integer
End Type

Dim TestTime As SysTime, Delaycheck As SysTime

Dim samples As Integer

Dim Tsc(51) As Double, ctrl(51) As Double, Tca(51) As Double
Dim x1 As Double, x2 As Double

Dim Y2(51) As Double

Private Declare Sub GetSystemTime Lib "kernel32" _
(IpSystemTime As SysTime)

'Plant caluculation function

Private Declare Function dbintgX1Kh2Tsc Lib "dbinte" _

(ByVal x1 As Double, ByVal x2 As Double, ByVal sdelay As Double, ByVal ctls As Double) As Double

Private Declare Function dbintgX2Kh2Tsc Lib "dbinte"

(ByVal x2 As Double, ByVal sdelay As Double, ByVal ctls As Double) As Double

Private Declare Function dbintgX1Tsc2Tca Lib "dbinte"

(ByVal x1 As Double, ByVal x2 As Double, ByVal adelay As Double, ByVal ctls As Double) As Double

Private Declare Function dbintgX2Tsc2Tca Lib "dbinte"

(ByVal x2 As Double, ByVal adelay As Double, ByVal ctls As Double) As Double

Private Declare Function dbintgX1Tca2H Lib "dbinte"

(ByVal x1 As Double, ByVal x2 As Double, ByVal h As Double, ByVal sdelay As Double, ByVal adelay As Double, ByVal
ctls As Double) As Double

Private Declare Function dbintgX2Tca2H Lib "dbinte" _

(ByVal x2 As Double, ByVal h As Double, ByVal sdelay As Double, ByVal adelay As Double, ByVal ctls As Double) As
Double

Private Sub CnntButt_Click()

ServerSock.AutoResolve = False

If ServerSock.BindAddress ="' Then
ServerSock.BindAddress = Trim(Plant_IP.Text)

End If

ServerSock.Blocking = False

ServerSock.Binary = False

ServerSock.SocketType = SOCK_STREAM

ServerSock.BufferSize = 1024

ServerSock.LocalPort = Cint(Val(CtrlPort.Text))

Plant_IP.Enabled = False

CtrlPort.Enabled = False

If CnntButt.Caption = "Listen" Then

CnntButt.Enabled = False

ServerSock.Listen

Else

ServerSock.Action = SOCKET_CLOSE

End If

UpdateForm

End Sub

Private Sub DisconBtt_Click()
If MsgBox("Are you sure you want to disconnect the controller?”, vbQuestion + vbYesNo, App.Title) = vbNo Then
Exit Sub



End If
If ServerSock.Connected Then
If MsgBox("Connection to be disconnect", vbYesNo) = vbNo Then
Exit Sub
Else
ServerSock.Disconnect
SamplingPeriod.Enabled = False
End If
Else
MsgBox "Your connection hasn't been estrablished"
End If
ServerSock.Action = SOCKET_CLOSE
Call Form_Load
End Sub

Private Sub Form_Load()
Plant_IP.Text ="0.0.0.0"
Controller_IP.Enabled = False
Controller_IP.Text = "0.0.0.0"
CtrlPort. Text = CLng(Val(IPPORT_ECHO))
Start.Enabled = True
SamplingPeriod.Enabled = False
samples =1

Y1(0)=0

Y1(1)=0

Tsc(0)=0

Tca(0)=0

ctrl(0) =0

End Sub

Private Sub Gplot_Click()
graph.Show

End Sub

Private Sub Plant_IP_Change()
UpdateForm

End Sub

Private Sub Plant_IP_GotFocus()
Plant_IP.SelStart =0
Plant_IP.SelLength = Len(Plant_IP.Text)
End Sub

Private Sub Plant_IP_KeyPress(KeyAscii As Integer)

If KeyAscii > 31 And KeyAscii <> 46 And (KeyAscii < 48 Or KeyAscii > 57) Then
KeyAscii = 0: Beep

End If

End Sub

Private Sub CtrlPort_Change()

UpdateForm

End Sub

Private Sub CtrlPort_GotFocus()
CtrlPort.SelStart = 0
CtrlPort.SelLength = Len(CtrIPort. Text)
End Sub

Private Sub CtrIPort_KeyPress(KeyAscii As Integer)

If KeyAscii > 31 And KeyAscii <> 46 And (KeyAscii < 48 Or KeyAscii > 57) Then
KeyAscii = 0: Beep

End If

End Sub

Private Sub SamplingPeriod_Timer()

x1 = dbintgX1Kh2Tsc(Y1(samples), Y2(samples), Tsc(samples), ctrl(samples))
x2 = dbintgX2Kh2Tsc(Y2(samples), Tsc(samples), ctri(samples))

x1 = dbintgX1Tsc2Tca(x1, x2, Tca(samples), ctrl(samples))
x2 = dbintgX2Tsc2Tca(x2, Tca(samples), ctrl(samples))
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Y1(samples + 1) = dbintgX1Tca2H(x1, x2, 0.4, Tsc(samples), Tca(samples), ctrl(samples + 1))
Y2(samples + 1) = dbintgX2Tca2H(x2, 0.4, Tsc(samples), Tsc(samples), ctrl(samples + 1))

samples = samples + 1

If samples > 50 Then
SamplingPeriod.Enabled = False
MsgBox "END", vbExclamation
Call DisconBtt_Click

Exit Sub

End If

Call SensorDelay

End Sub
Private Sub ServerSock_Accept(Socketld As Integer)

If ServerSock.Listening Then
ServerSock.Action = SOCKET_ACCEPT
End If

End Sub

Private Sub ServerSock_Connect()

MsgBox "Accepted connection from client at" & ServerSock.PeerAddress, vbOKOnly
Controller_IP.Text = ServerSock.PeerAddress

Controller_IP.Enabled = False

UpdateForm

End Sub

Private Sub ServerSock_Disconnect()
ServerSock.Disconnect

MsgBox "Client disconnected"
UpdateForm

Call Form_Load

End Sub

Private Sub ServerSock_Read(DatalLength As Integer, IsUrgent As Integer)
Dim StrBuffer As String 'Change it to Float

Dim uPosition As Integer

ServerSock.Read StrBuffer, DataLength

If InStr(1, Trim(StrBuffer), "y", 1) = 2 And InStr(1, Trim(StrBuffer), "k", 1) =9 Then
Call SyncClock

Exit Sub

Else
uPosition = CInt(InStr(1, StrBuffer, "u", 1))
Tsc(samples) = CDbI(Mid(Trim(StrBuffer), 2, uPosition - 2))
ctrl(samples + 1) = CDbl(Mid(StrBuffer, uPosition + 1, DataLength - uPosition))
If SamplingPeriod.Enabled = False Then
SamplingPeriod.Enabled = True
End If
FrmCitrller. Text = StrBuffer
FrmCitrller.Refresh
End If
End Sub

Private Sub UpdateForm()
Dim strTitle As String, bEnable As Integer

strTitle = App.Title

bEnable = True

If Len(Trim(Plant_IP.Text)) = 0 Then bEnable = False
If Len(Trim(CtrlPort.Text)) = 0 Then bEnable = False

If ServerSock.Listening Then
CnntButt.Caption = "Pause"
CnntButt.Enabled = False
strTitle = strTitle & "Paused"”
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Elself ServerSock.Connected Then
CnntButt.Caption = "Pause"
CnntButt.Enabled = False
Plant_IP.Enabled = False
CtrlPort.Enabled = False

Else

CnntButt.Caption = "Listen"
CnntButt.Enabled = bEnable
Plant_IP.Enabled = True
CtrlPort.Enabled = True

End If

FrmCitrller. Text =™
ToCtrller.Text=""

End Sub

Private Sub SyncClock()
Dim Wtime As Long
Dim SentWtime As String
GetSystemTime TestTime
Witime = (TestTime.sysHour * 3.6 + TestTime.sysMin * 0.06 _
+ TestTime.sysSec * 0.001 + TestTime.sysMilliSec * 0.000001) * 1000000

SentWtime ="" & CStr(Wtime) & ":"
ServerSock.Write SentWtime, Len(SentWtime)

End Sub

Private Sub SensorDelay()
Dim sendchk As Double
Dim ToCitrller As String
GetSystemTime Delaycheck
sendchk = (Delaycheck.sysHour * CDbl(3600) + Delaycheck.sysMin * CDbl(60) + Delaycheck.sysSec _
+ Delaycheck.sysMilliSec / 1000) ‘clock in seconds
ToCltrller ="@" & CStr(Y1(samples)) & "," & CStr(sendchk)
ServerSock.Write ToCtrller, Len(ToCtrller)

End Sub
Private Sub Start_Click()

Start.Enabled = False
Call SensorDelay
End Sub

Appendix B2: Source code for Controller
Option Explicit

Private Type SysTime
sysYear As Integer
sysMonth As Integer
sysDayofWeek As Integer
sysDay As Integer
sysHour As Integer
sysMin As Integer

sysSec As Integer
sysMilliSec As Integer
End Type

Dim TestSysTime As SysTime
Dim xmitDelay As Single
Dim Delay As SysTime

Private Declare Sub GetSystemTime Lib "kernel32" _

(IpSystemTime As SysTime)
Private Declare Sub SetSystemTime Lib "kernel32" _
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(IpSystemTime As SysTime)

‘Controller

Private Declare Function contrl Lib "contrl.dll" _

(ByVal k1 As Double, ByVal k2 As Double, ByVal x1 As Double, ByVal x2 As Double, ByVal Inputl As Double, ByVal
Input2 As Double) As Double

'Inerpolation
Private Declare Sub interp Lib "interp.dil" _
(First() As Double, Second() As Double, ByVal pointX As Double, ByVal N As Integer, outcome As Double)

'Estimator Calculation

Private Declare Function dbintgX1Kh2Tsc Lib "dbinte.dll" _

(ByVal x1 As Double, ByVal x2 As Double, ByVal sdelay As Double, ByVal ctls As Double) As Double

Private Declare Function dbintgX2Kh2Tsc Lib "dbinte.dll" _

(ByVal x2 As Double, ByVal sdelay As Double, ByVal ctls As Double) As Double

Private Declare Function dbintgX1Tsc2Tca Lib "dbinte.dll" _

(ByVal x1 As Double, ByVal x2 As Double, ByVal adelay As Double, ByVal ctls As Double) As Double

Private Declare Function dbintgX2Tsc2Tca Lib "dbinte.dll" _

(ByVal x2 As Double, ByVal adelay As Double, ByVal ctls As Double) As Double

Private Declare Function dbintgX1Tca2H Lib "dbinte.dll" _

(ByVal x1 As Double, ByVal x2 As Double, ByVal h As Double, ByVal sdelay As Double, ByVal adelay As Double, ByVal
ctls As Double) As Double

Private Declare Function dbintgX2Tca2H Lib "dbinte.dll" _

(ByVal x2 As Double, ByVal h As Double, ByVal sdelay As Double, ByVal adelay As Double, ByVal ctls As Double) As
Double

Dim Gtca(51) As Double, XE1(51) As Double, XE2(51) As Double
Dim Tsc(51) As Double, Ctrl(51) As Double, Y(51) As Double
Dim N As Integer

Private Sub ClientSock_Connect()
UpdateForm

RcvSignal. Text ="
SndSignal. Text =™
SndSignal.SetFocus
PortNo.Enabled = False
PlantlP.Enabled = False

End Sub

Private Sub DisconBtt_Click()

If ClientSock.Connected Then

ClientSock.Disconnect

MsgBox "Connection as been disconnected", vbOKOnly
CnntBtt.Enabled = True

Else
MsgBox "No connection yet", vbOKOnly + vbExclamation
If CnntBtt.Enabled = False Then
CnntBtt.Enabled = True
End If
End If
Call Form_Load
End Sub

Private Sub Form_Load()

PortNo.Text = CInt(Val(IPPORT_ECHO))
PlantIP.Text = "0.0.0.0"

RcvSignal. Text =™

SndSignal. Text =""

PortNo.Enabled = True

PlantlP.Enabled = True

N=1

End Sub

Private Sub CnntBtt_Click()
CnntBtt.Enabled = False

ClientSock.AddressFamily = AF_INET
ClientSock.Protocol = IPPROTO_TCP
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ClientSock.SocketType = SOCK_STREAM
ClientSock.BufferSize = 1024
ClientSock.Binary = False
ClientSock.RemotePort = Val(PortNo.Text)
ClientSock.Blocking = False
ClientSock.AutoResolve = False
ClientSock.HostAddress = Trim(PlantIP.Text)
ClientSock.Connect

PortNo.Enabled = False

PlantlP.Enabled = False

End Sub

Private Sub PlantIP_Change()
UpdateForm
End Sub

Private Sub PlantlP_GotFocus()
PlantlP.SelStart =0

PlantlP.SelLength = Len(PlantIP.Text)
End Sub

Private Sub PlantlP_KeyPress(KeyAscii As Integer)

If KeyAscii > 31 And KeyAscii <> 46 And (KeyAscii < 48 Or KeyAscii > 57) Then
KeyAscii = 0: Beep

End If

End Sub

Private Sub PortNo_Change()
UpdateForm
End Sub

Private Sub PortNo_GotFocus()
PortNo.SelStart = 0
PortNo.SelLength = Len(PortNo.Text)
End Sub

Private Sub PortNo_KeyPress(KeyAscii As Integer)

If KeyAscii > 31 And KeyAscii <> 46 And (KeyAscii < 48 Or KeyAscii > 57) Then
KeyAscii = 0: Beep

End If

End Sub

Private Sub ClientSock_Read(DatalLength As Integer, IsUrgent As Integer)
Dim RStrBuffer As String

Dim DelayBuffer As Double

Dim dPosition As Integer

Dim ctrTime As Double

ClientSock.Read RStrBuffer, Datal ength

If Left(RStrBuffer, 1) = ":" And Right(RStrBuffer, 1) = ":" Then
Call SyncClock(RStrBuffer)

Exit Sub

Else

dPosition = InStr(RStrBuffer, ",")
Y(N) = CDbl(Mid(RStrBuffer, 2, dPosition - 2))

DelayBuffer = CDbl(Mid(RStrBuffer, dPosition + 1, Len(RStrBuffer) - dPosition))
GetSystemTime Delay

ctriTime = (Delay.sysHour * CDbl(3600) + Delay.sysMin * CDbl(60) + Delay.sysSec _
+ Delay.sysMilliSec / CDbl(1000))

Tsc(N) = ctrlTime - DelayBuffer
RcvSignal.SelLength = 0
RcvSignal.SelText = RStrBuffer
RcvSignal.Refresh
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Call ComputCtrller
Exit Sub

End If
End Sub

Private Sub UpdateForm()
If ClientSock.Connected Then
If Len(ClientSock.HostName) > 0 Then
ThesisCtrl.Caption = ClientSock.HostName & " - " & App.Title
Else
ThesisCtrl.Caption = ClientSock.HostAddress & " - " & App.Title
End If
RcvSignal.Enabled = True
End If
End Sub

Private Sub SyncButt_Click()

Dim clkBuffer As String

SyncButt.Enabled = True

clkBuffer = "Syn Clock"

ClientSock.Write clkBuffer, Len(clkBuffer)
xmitDelay = Timer

End Sub

Private Sub SyncClock(WTime As String)
Dim Rtime As String

Dim TimeBuffer As Long

Dim setHour As Integer

Dim setMin As Integer

Dim setSec As Integer

Dim setMilliSec As Integer

Rtime = (Mid(WTime, 2, Len(WTime) - 2))
xmitDelay = ((Timer - xmitDelay) * 1000) / 2
TimeBuffer = CLng(CLng(Rtime) + Int(xmitDelay))

setHour = TimeBuffer / 3600000 - (TimeBuffer Mod 3600000) / 3600000

setMin = (TimeBuffer - setHour * 3600000) / 60000 - _
((TimeBuffer - setHour * 3600000) Mod 60000) / 60000

setSec = (TimeBuffer - setHour * 3600000 - setMin * 60000) / 1000 - _
((TimeBuffer - setHour * 3600000 - setMin * 60000) Mod 1000) / 1000

setMilliSec = (TimeBuffer - setHour * 3600000 - setMin * 60000) Mod 1000
SetSystemTime TestSysTime

TestSysTime.sysHour = setHour
TestSysTime.sysMin = setMin
TestSysTime.sysSec = setSec
TestSysTime.sysMilliSec = setMilliSec
MsgBox "Sync Done"

End Sub
Private Sub ComputCtrller() ‘output is Yread right now we doing open loop est
'Varaibles have not been declare yet.
Dim x1 As Double, x2 As Double
Dim X1loop As Double, X2loop As Double

Dim Guesstca As Double, Loopout() As Double, Tca() As Double
Dim ToPlant As String, tcacount As Integer

Tsc(0)=0

XE1(0) =0
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XE2(0) =0

Ctrl(0) =0

Ctrl(1) =0

x1 = dbintgX1Kh2Tsc(XEL(N), XE2(N), Tsc(N), Ctri(N))
x2 = dbintgX2Kh2Tsc(XE2(N), Tsc(N), Ctrl(N))

‘compute Ctrl Signal

Ctrl(N + 1) = contrl(2.1915, 2.1315, x1, x2, 0, 1)
ToPlant = CStr("D" & Tsc(N) & "u" & Ctrl(N + 1))
ClientSock.Write ToPlant, Len(ToPlant)

ReDim Tca(21)

ReDim Loopout(20)
Tca(l)=0
IfN>1Then

For tcacount =1 To 20

Xlloop = dbintgX1Kh2Tsc(XEL(N - 1), XE2(N - 1), Tsc(N - 1), Ctri(N - 1))
X2loop = dbintgX2Kh2Tsc(XE2(N - 1), Tsc(N - 1), Ctrl(N - 1))

X1loop = dbintgX1Tsc2Tca(X1loop, X2loop, Tca(tcacount), Ctri(N - 1))
X2loop = dbintgX2Tsc2Tca(X2loop, Tca(tcacount), Ctri(N - 1))

X1loop = dbintgX1Tca2H(X1lloop, X2loop, 0.4, Tsc(N - 1), Tca(tcacount), Ctrl(N))
X2loop = dbintgX2Tca2H(X2loop, 0.4, Tsc(N - 1), Tca(tcacount), Ctrl(N))

Loopout(tcacount) = X1loop
Tca(tcacount + 1) = Tca(tcacount) + (1 / 19#)
Next tcacount

ReDim Tca(20)

Tca(l)=0

For tcacount=1 To 19

Tca(tcacount + 1) = Tca(tcacount) + (1 / 19#)
Next tcacount

interp(Loopout(), Tca(), Y(N), 20, Guesstca) = Gtca(N)
Else

Gtca(N) =0
End If

x1 = dbintgX1Tsc2Tca(x1, x2, Gtca(N), Ctrl(N))

x2 = dbintgX2Tsc2Tca(x2, Gtca(N), Ctrl(N))

x1 = dbintgX1Tca2H(x1, x2, 0.4, Tsc(N), Gtca(N), Ctrl(N + 1))
x2 = dbintgX2Tca2H(x2, 0.4, Tsc(N), Gtca(N), Ctrl(N + 1))

XEL(N + 1) = x1 + CDbI(0.0188) * (x1 - Y(N))
XE2(N + 1) = x2 + CDbI(0.8983) * (x2 - Y(N))

N=N+1
End Sub

Appendix B3: Source code for DLLs

contrl.dll

controller.h

# include <windows.h>

# include <math.h>

# include <stdlib.h>

double __declspec(dllexport) __stdcall contrl(double k1, double k2, double x1, double x2, double inp1, double inp2);

controller.c
#include "controller.h"
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double __declspec(dllexport) __stdcall contrl(double k1, double k2, double x1, double x2, double inp1, double inp2)
{

double ctls;

ctls = k1*(-x1+inpl)+k2*(-x2+inp2);

return(ctls);

}

controller.def
LIBRARY contrl
EXPORTS
contrl

dbinte.dll
dbinte.h

# include <windows.h>

# include <math.h>

#include <stdlib.h>

double __declspec (dllexport) __stdcall dbintgX1Kh2Tsc(double X1, double X2, double Tsc, double ctrl);

double __declspec (dllexport) __stdcall dbintgX2Kh2Tsc(double X2,double Tsc, double ctls);

double __declspec (dllexport) __stdcall dbintgX1Tsc2Tca(double X1, double X2,double Tca, double ctls);

double __declspec (dllexport) __stdcall dbintgX2Tsc2Tca(double X2,double Tca, double ctls);

double __declspec (dllexport) __stdcall dbintgX1Tca2H(double X1, double X2,double h,double Tsc, double Tca, double
ctls);

double __declspec (dllexport) __stdcall dbintgX2Tca2H(double X2,double h,double Tsc, double Tca, double ctls);
dbinte.c

# include "dbinte.h"

double __declspec (dllexport) __stdcall dbintgX1Kh2Tsc(double X1, double X2, double Tsc, double ctls)

X1 = X1+Tsc*X2+Tsc*Tsc*ctls/2;
return(X1);

}

double __declspec (dllexport) __stdcall dbintgX2Kh2Tsc(double X2,double Tsc, double ctls)
{

X2 = X2+Tsc*ctls;

return(X2);
}

double __declspec (dllexport) __stdcall dbintgX1Tsc2Tca(double X1, double X2,double Tca, double ctls)
{

X1 = X1+Tca*X2+Tca*Tca*ctls/2;

return(X1);

}

double __declspec (dllexport) __stdcall dbintgX2Tsc2Tca(double X2,double Tca, double ctls)
{
X2 = X2+Tca*ctls;
return(X2);
}
double __declspec (dllexport) __stdcall dbintgX1Tca2H(double X1, double X2,double h,double Tsc, double Tca, double
ctls)

X1 = X1+(h-Tsc-Tca)*X2 + (h*h/2 +Tsc*Tsc/2 +Tsc*Tca +Tca*Tca/2 - h*Tsc-h*Tca)*ctls;
return(X1);

}
double __declspec (dllexport) __stdcall dbintgX2Tca2H(double X2,double h,double Tsc, double Tca, double ctls)
{
X2 = X2+(h-Tsc-Tca)*ctls;
return(X2);
}

dbinte.def

LIBRARY dbinte
EXPORTS
dbintgX1Kh2Tsc @1
dbintgX2Kh2Tsc @2
dbintgX1Tsc2Tca @3
dbintgX2Tsc2Tca @4
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dbintgX1Tca2H @5
dbintgX2Tca2H @6

interp.dll

header.h

#include <windows.h>

#include <math.h>

#include <oleauto.h>

#include <stdlib.h>

void __declspec (dllexport) __stdcall interp(SAFEARRAY **psaArrayX,SAFEARRAY **psaArrayY,double x,int n, double
*y);

interp.cpp
#include "header.h"

void __declspec (dllexport) __stdcall interp(SAFEARRAY **psaArrayX, SAFEARRAY **psaArrayY, double ¥, int n, double
*y)

{
long i,m,ns=0;
double den,dif,dift,ho,hp,w;
double *c,*d;

double *elementXa, *elementYa;

long IElementXa;
HRESULT resultXa;
HRESULT resultYa;

¢ = (double*) malloc(n*sizeof(double));
d = (double*) malloc(n*sizeof(double));

resultYa = SafeArrayLock(*psaArrayY);
elementYa = (double*) (*psaArrayY)->pvData;

/llocking array befoer using its element
resultXa = SafeArrayLock(*psaArrayX);
IElementXa =(*psaArrayX)->rgsabound[0].cElements;

/lusing the element
elementXa = (double*) (*psaArrayX)->pvData;

dif= fabs((x - elementXa[0]));
for (i=0;i<=n;i++){
if (dift=fabs(x—eIementXa[i]))<dif){
ns=i;
dif=dift;

clil=elementYal[i];
d[il=elementYali];

}

*y = elementYa[ns--];
for (m=1;m<n;m++) {
for (i=0;i<=n-m;i++) {

ho =elementXa][i]-x;

hp =elementXa[i+m]-x;

w  =c[i+1]-d[il;

den =ho-hp;

*if ((den =ho-hp) ==0) {
fprintf(stderr, "divided by zero .. ") ;
exit(1);

3

den =w/den;

d[il=hp*den;

c[il=ho*den;

*y +=((2*ns<(n-m) ? c[ns+1] : d[ns--]));
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}

/I releasing the array

resultXa = SafeArrayUnlock(*psaArrayX);

resultYa = SafeArrayUnlock(*psaArrayY);
}

interp.def
LIBRARY interp

EXPORTS
interp



References

[1] Astrém, K. J.,& Wittenmark, B. (1997). Computer-Controlled System: Theory and
Design (3rd ed.). NJ: Prentice Hall.

[2] Chan, H., & Ozgliner, U. (1995). “Closed-loop Control of Systems over
Communication Networks with Queues’. Internationd Journa of Contral, 62, pp. 493-
510

[3] Franklin, G. F., Workman, M. L..& Powell D. (1997). Digita Control of Dynamic
Systems (3rd ed.). MA: Addison Wedey Longman.

[4] Lian, F., Moyne, J. R., & Tilbury, D. M. (2001, February). “ Performance Evauation
of Control Networks: Ethernet, ControlNet, and DeviceNet”. IEEE Control Systems
Magazine, 21(1), pp. 66-83.

[5] Mukherjeg, A. (1994, December). “On the Dynamics and Significance of Low
Frequency Components of Internet Load”. Internetworking: Research and Experience, 5,
pp.163-205.

[6] Nilsson, J. (1998). Redl-Time Control Sysemswith Delays. Doctord dissertation,
Lund Indtitute of Technology, Lund, Sweden.

[7] Tachakittiroj, K. (1998). Sahility of Sampled-Data Systemn Induding Quantizetion.
Unpublished doctord dissertation, Case Western Reserve University, Cleveland, OH.

[8] Tanenbaum, A. S. S. (1996). Computer Networks (3rd ed.). NJ. Prentice Hall.

[9] Wash, C.G,, Ye, G., & Bushndl, L. (1999, June). “ Stability Analysis of Networked
Control Systems’. Proceedings of the American Control Conference, pp. 2876-2880.

[10] Zhang, W., Branicky, M. S,, & Phillips S. M. (2001, February). “ Stability of
Networked Control Systems’. IEEE Control Systems Magazine, 21(1), pp. 84-99.

[11] Zhang, W. (2001). Stability Analysis of Networked Control Systems. Unpublished
doctord dissertation, Case Western Reserve University, Cleveland, OH.

[12] Zhang, Y., Duffidd, N., Paxson, V., & Shenker, S. (2001). On the Congtancy of
Internet Path Properties. Retrieved March 20, 2002 from World Wide Web:
http:/Ammwww.icir.org/vern/imw- 2001/imw2001- papers/38.pdf.

[13] Hannery, Brian P., Press William H., Teukolsky, Saul H., Vetterling William T.
Numericd Recipesin C: The Art of Scientific Computing. Cambridge: Cambridge
Univerdty Press

65



[14] Hannery, Brian P., Press William H., Teukolsky, Saul H., Vetterling William T.
Numerica Recipes Example Book (C). Cambridge: Cambridge University Press

66



