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better fidelity through control design and the mechanical design of tt
system.
In this letter, the teleoperator controller design problem is explic

itly formulated within a task-based optimization framework, where th @
control design is explicitly an optimization of a performance measur
relevant to the particular task. This has been suggested by some
searchers in the field but has not received the emphasis it deserves. . _.
example, there is no earlier work where optimization has been explic- . . .
itly formulated or performed with an objective function other than forcg/gs't;r'n Two-portinput-output model and hybrid parameters of a teleoperation
and position tracking. '

Most studies in the literature, with the possible exception of Col-

gate’s impedance-shaping controller design [2], use the generic ‘.idegptlmlzatlor_]_of this metric with constraln_ts on free-space tracking and
teleoperator response as the performance objective. Yokokohiji defirﬁgauSt S_ta_b'“ty of the system under ?r?"'m”me”‘ and humar_l ope_rator
an ideal response, in which the goal of the control design was to ma certalntl_es. In this I_ett_e_r, we explicitly foqus on telemanipulation
the position and forces at the master and slave manipulators exall .Oﬁ enwro_nments, I|m|t|ng the set 9f p_055|ble human ope_rator z_and
or through a virtual impedance [3]. Lawrence defined transparency 'T‘_’”me”‘ impedances to improve f'd‘?"ty as much as_possmle, since
the ratio between the transmitted and environment impedances [4]. ?ﬁ‘gb'"ty and pe_rformance trade_ off during control des_lgn. However,_
design goal was to keep this ratio close to one over a maximal baﬁ?ﬁ contrpl design and eva!uatlon methoc_iology that Is presented is
width. The resulting ideal controller, Lawrence showed, was equivg?ne_ral‘ In the sense that it can be applled 1o d'ﬁ.ere”‘ task_s or N
lent to Yokokohiji's ideal teleoperation controller. However, Wheth?‘a‘n'_pulatlon of ha_rfj envwo_n_ments, by different choices of obje(_:t_lve
this particular choice of fidelity is best for a given task or not is a rel unctions and stability conditions, for example, force and/or position

vant question. Itis important to use a task-based performance objecH\?&k'ng as the optimization objective and passivity of the teleoperator

rather than seeking a generic “ideal” teleoperator response. as the stability constraint.
Human perceptual capabilities need to be considered as part of
the performance objective as well. Daniel and McAree [5] took
into account considerations for improved stimulation of the tactil&. Formulation
and kinesthetic receptors during teleoperator controller design byThe teleoperator can be modeled as a two-port network element re-
modifying the filter in the force feedback path. Colgate [2] introduce ting force and position of the master manipulafds, and X, to the
impedance-shaping bilateral control as a means of “constructiv%%we manipulatorF, and X, (Fig. 1). We follow H,annaforoyl [13]in
altering the impedance of a task,” for improved perception by the usﬁging the hybrid pérametefs to characterize system behavior
In most of the works in the literature, passivity of the system [2]—{[4],
[6]-[8] or unconditional stability [9] is used as the means for ensuring Fo(s)] _ [hai(s) haa(s) ] [ Xm(s)
the stability of the teleoperator while it is coupled with arbitrary passive {Xs(s)] a {hzl(s) hzz(s)} { Fs(s) ] ’

systems, environment, and operator. However, this condition is restric-_ . .
tive since the class of all possible passive systems is quite general. [FNvironmentimpedance transmitted through the teleoperator can be

Il. CONTROL DESIGN

1)

a smaller set of environment and human operator impedances are &iculated as
sidered in the analysis, it may be possible to increase the fidelity of the 7 Foo  hir 4 (hithas — hizhe1)Ze 5
system further. X, 14 hooZ. 2)

In this letter, the control design is explicitly formulated as a con- . . . )
strained optimization, which is in the same spiritFas, andp control using the hypr!d parameters. Notg that the |mpedance§ are defined
design methodology of modern control theory. There are some ear! S Force/Position not Fovrce/VeIocny. Hetg, is Fhe enwrorymer_ﬂ

) . mpedance and’s = —Z. X as a result of the choice of the direction
works in the literature that use the robust control theory framework &? , . . . . )
design teleoperation controllers. Kazerooni established anbased Of .X,. We will consider a Ilnear WOd.e' as the underlying physical
framework to design a controller that transmits only force informatioWOdel throughout the analysis, which is only accurate locally.
and no position or velocity data [10]. Yan and Salcudean #gdop-
timization to design controllers for motion scaling [11] and étal.
formulated the teleoperator control design as a cod¥exoptimiza-
tion problem [8]. Leungt al.usedy synthesis to design controllers for  The control design is formulated as the optimization problem of
teleoperation under time delay [12]. However, these works are explftding the controller values which optimize the fidelity of the tele-
itly based on perfect force and position tracking notion of ideal teleopPeration system with constraints on stability and tracking

B. Task-Based Optimization Framework for Teleoperation Controller
Design

erator response and do not develop a methodology which can incorpo- fidelity
rate different design objectives. arg _ sup _ (measur:; . 3)
This letter addresses these points by proposing a new fidelity stability constraint

measure for a compliance discrimination task and developing a design tracking constraint

methodology using robust control theory for task-based optimizatigfyyejity measure is the task-dependent measure of performance in tele-

of the teleoperation controller, focusing on telemanipulation Qfperation which is to be optimized during teleoperator controller de-
deformable objects. The new measure for fidelity in teleoperatify,.

quantifies the teleoperation system'’s ability to transmit changes in
the compliance of the environment, incorporating human perceptua}ln the literature, generally a force/velocity representation is used instead of
capabilities. This sensitivity function is appropriate for the appncatioﬁforce/position representation. Although the force/velocity representation has

. - . . .. __the advantage that the power is immediately given by the terminal variables of
of telesurgery, where the ability to distinguish small changes in tlsshé two port, it introduces a pole/zero pair at the origin causing complications

compliance is essential for tasks such as detecting embedded vesgglability analysis conditions, which is purely an artifact of the representation.
The bilateral teleoperation controller design problem is then thre, the force/position representation is used to avoid these complications.
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C. Position Tracking as a Constraint *

PEM(P,Wu) -

The tracking requirement is necessary to prevent the final controller
parameter optimization from yielding trivial solutioAsas well as
being a fundamental performance requirement in telemanipulation
systems. Here, we will treat the position tracking requirement aSeR. 2. Closed-loop system with multiplicative uncertainty.
constraint in the form of having a specified minimum position tracking
performance, rather than as part of a fidelity measure. This eliminates
the need to combine the tracking error penalty with the task-bas¥f

performance objective, using an arbitrary weight, to construct "Pminal environment impedance.
fidelity measure. We use a low-pass filter with a cutoff frequency of 40 Hz as the

We will pose this tracking requirement as a condition on the distuf€ighting functioni¥’,. This weighting function is based on the results
bance sensitivity function of the forward position loop during motioRf the experiments performed by Dhruv and Tendick [14] to measure

in free space. In the hybrid parameter formulation of the teleoperat§te frequency dependence of the human operators’ force and compli-
this sensitivity function is given by ance contrast-detection thresholds. In this study, the contrast-detection

threshold was determined to decrease exponentially until 30 Hz—40 Hz,
S=1-ho. (4) staying constant afterwards.

erelV; is a frequency-dependent weighting function ahdis the

Then the tracking requirement can be posed as E. Stability

‘ 1 Any teleoperation system must maintain stability under operator and
[5G < [plje)] == [1SWpllee < 1. Wy, = 2(jw)  (5)  environment variations. In this letter, we focus on telemanipulation in
soft environments, limiting the set of possible human operator and en-
which dictates a tracking error less thigfjw)| for a sinusoidal input  vironment impedances, rather than considering all possible passive en-
with angular frequency and magnitude one. This effectively puts ajironment and human-operator impedance. This is done to be able to
condition on the slave pOSition gain when the slave is controlled by thﬁprove f|de||'[y as much as possib|e’ since Stab|||ty and performance

master position (position only loop in the forward direction). trade off during control design. In this section, we construct a simple
o norm condition to check robust stability of the system coupled with
D. Fidelity a specified set of environment and human-operator impedances. We

In robotic telesurgery one would like to improve the ability to deuse a robust stability criterion for unstructured uncertainties as given
tect compliance changes in the environment in addition to the ba#licZhou,et al.[15]. For single-input/single-output (SISO) systems, the
requirement of “good” tracking. This ability to detect compliance varieriterion is as follows.
ations is critical in a surgical application. For example, the interac- Theorem 1 (Robust Stability Criterion)Consider the closed loop
tion of the needle with tissue during suturing, such as to feel when tgstem shown in Fig. 2 with multiplicative unstructured uncertainty.
needle punctures or leaves tissue, can be detected through a changé&énuncertainty is defined as
the perceived compliance. Also, structures hidden inside tissue, such R R
as blood vessels, major nerves, or tumors, can be located by noninvat” € M (P, W) ={P(1+ W, A): A € R,sup |A(jw)| < 1,
sively probing the tissue. In these cases, it is more desirable to havgtof rhp pole$’) = #of rhp poles (1 + W, A))} )
the ability to detect changes in the environment impedance than simple
position or force tracking between the master and slave manipulatorhiere P is the loop gain/ is the nominal plant loop gaifiy, is the
Therefore, itis necessary to introduce a fidelity measure that quantifigscertainty weighting function, ar is the set of proper real rational
this ability. functions. Then, the closed-loop system shown is stable faP al

The choice of fidelity metric is based on experiments in human peh((f?, W.), if and only if it is stable for the nominal pladt and
ception of compliant surfaces by Dhruv and Tendick [14]. Although
human subjects are poor at distinguishing the relative compliance of |IW.T| ., <1 (8)
two surfaces (just-noticeable difference of 14%—-25%), they can be very . )
sensitive to changes as they haptically scan across a surface. In thesWBI€l’ = P /(1 + P). The uncertainty weighting functidi., (jw)|
periments, compliance in the vertical direction was varied sinusoidafin be interpreted as the percentage uncertainky at the frequency
across a virtual simulated horizontal surface displayed with a haptic iA-
terface. As subjects scanned the surface, the spatial variation in complor the teleoperation system, the loop g#ins calculated in Han-
ance was converted to temporal oscillation. As temporal frequency [#aford [16] as
creased, subjects’ sensitivity to compliance variation improved to better hishoi 7

. . . . . ee e 121121 Le
than 1% just-noticeable difference due to human vibration sensitivity. P= 7 Zoo (14 o Z

Consequently, the measure of fidelity proposed in this letter is the (1 + Znop)(1 + hoa Ze)
sensitivity of the transmitted impedance to Changes in the (?.“I’lVi|’Q]Ohe|reZe anthop are respective|y the environment and human-oper-
mental impedance. This can be defined as ator impedances.

In this letter, we will consider the uncertainties in the human oper-
6) ator and environment impedances. First, consider the variation in the
environment. Since. appears a¥e/(1 + h22Z.) in the loop gain

9)

Az
dZ.

_h12h21

VVS S
(1 + ]IQQZ@ )2

W

Ze=Z, 5 5

2To illustrate the problem of trivial solutions, consider the case of optimizing 3It is important to note that in the study of Dhruv and Tendick [14], it is
a controller for transparency at a given environment stiffness as operating poirtt clear if the flattening of the threshold after 40 Hz is due to psychophysical
The trivial solution to this optimization is to have a master controller which givegasons or the limitations of the haptic interface used. However, since we use
the master manipulator an apparent stiffness equal to the nominal environntietsame hardware platform, i.e., the Phantom haptic interface, in our study, this
stiffness and have no feedback from slave to master, or even not actuate the sl@ténction does not have a practical consequence. Nevertheless, it is important
at all. to be aware of this fact for applications using different platforms.
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expression, we proceed to put an upper bound to the variation in this
term for the possible set of environmetts € Z..
Start with some manipulation

. —hi2ho1 Z,
" (hi + Zhop)(ha2Ze + 1)

(10)
. —hi2haq Ze 112226 +1 Ze
" (ki1 + Zhop) haeZ. + 1 . Z. ha2Ze + 11-
P 1+v{aeA f(o) f(o) f(o)
(11)

Fig. 3. P+FF architecture.

Since we want to have the nominal environmg&nfor A = 0, we pick

L+ hooZ, Z. ! Ze—Ze

WueA = - 1= — 12
Zﬁ 1+h22Z6 hzzZe h>> +Z ( )
then we pick an upper bound 1. for the possible environment (a) ¢ b ¢ (© ¢
values
Fig. 4. Possible cases for the shapalphacurve.
Z -Z. 1
< |P(w)| = Wye = ——@. (13)
h2sZ. does not cause significant computational problems. Using a specific

® can be a function of the controller values and other known variablg@ntroller limits the dimension of the parameter space and the stability
present inhzs . constraint limits the size of the search space. A steepest-descent

Similarly, for the operator impedance variation, we proceed to put #f°rithm with multiple seed points successfully performs the opti-

upper bound to the terity (h 1, + Z.,) for the possible set of operator Mization.

impedancesZ., € Z5.,. We pick
I1l. COMPARING CONTROLLER ARCHITECTURES ANDSENSORS

I3 ] er) ZAIO)_Z,('I . . . .
WonA = it Zhop q _ Zhop = Zhop (14) During the design of a telesurgical robot, we would like to know

hin+ Zhop i+ Zhop if the use of a force sensor on the slave manipulator is necessary for
sufficient fidelity. For better performance, it is almost always desirable

to haveZy,,, for A = 0. Then, we can pick an upper bound - i X
to use additional sensors; however, as this sensor will be located on

Zhop — Zhop I the part of the instrument that will be inside the patient, it is a source of
m < Wan(jw)l (15) complications in the manipulator design and sterilization requirements,
and adds to the cost of the final system.
which can be a function of the known variables preserit;in Within this context, we will study the position error plus kinesthetic
The two uncertainty terms can be combined to give a single mulforce feedback (P+FF) control architecture (Fig. 3). In the P+FF archi-
plicative uncertainty weighting function as tecture, the master position is used to command the slave manipulator,
and the force fed back to the master is a linear combination of the po-
W = Waye + Wap + Wae W (16)  sition error and the interaction force between the slave and the envi-

ronment. The P+FF architecture is a hybrid of the position error-based
force feedback (PERR) and kinesthetic-force feedback (KFF) architec-
tures very frequently used in practical teleoperation applications. The
The complete control design algorithm is given by PERR and KFF architectures are the limit cases of the more general
control architecture P+FF. Therefore, it is possible to quantify the im-

F. Control Design Algorithm

arg sup mf W, 4z (17) provement due to using a force sensor for a given task by looking at
IWuTllg<t Ze€Z dZe |y how the fidelity of the P+FF architecture changes as the force gain is
stable forp h d
W5 Sl 0 <1 changed.

We define thalphacurve as the highest fidelity achievable with the

The controller gains are chosen to optimize the fidelity among the $&tFE controller as a function of the force gainsubject to the stability
of controller values which satisfy stability and tracking requirementgnd tracking constraints

The fidelity term is slightly modified from (6) to be more general, op-

t|m|2|ng the worst case fidelity for a given set of environment values, ) _dZ
Z.. Z. is the range of environments in which sensitivity of the trans- flo) = s 711€1f W | (18)
mltted impedance to environment impedance variations is desired. gta“bé?orp o el

This optimization can be done by choosing a specific controller Wy Sl <1

Gm:Gs
architecture and then determining the specific controller gains by

(17). It is important to note that this is not a convex optimizatiohe shape of this curve depends on the stability constraint and the fi-

since ||W,(dZ,/dZ.)|, is not convex in the controller parametersdelity measure being used, as well as the hardware configuration it-

Therefore, proper numerical techniques should be used during #edf. Therefore, it needs to be calculated for each case at hand. There
computation. However, even though the fidelity metric used was nate three cases based on location of the maximum point of the curve
convex in controller parameters, the resulting optimization is welFig. 4). If the PERR end is the maximum, use of a force sensor does

behaving, as can be observed from the fidelity plots in Fig. 6, amibt improve performance. If the KFF end is the maximum, then it is
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better to use purely the force sensor output as the source of force feed-

back. Finally, if the maximum is located at an intermediate point, it is 30

possible to have better performance by using a combination of position -

error and the force measurements to generate force feedback. The rel- 207

ative value of the peak of the curve to the PERR value can be used to A
judge if the amount of performance improvement justifies the use of 10F ) ////// ./
the force sensor. > A ¥

Environment uncertainty 1erm (1or G >= U.2)

#

= W

\a—

o

‘\ /
oW/
2V /i

T

IV. CASE StupY

Magnitude, dB

The testbed used to evaluate the analysis described above is a tele-
operation system with two identical three-degree-of-freedom (DOF)
robotic manipulators, Phantom v1.5 haptic interfaces (Sensable Tech-
nologies, Cambridge, MA) with custom motor drive electronics. The
analysis here is carried out with a 1-DOF model, along the vertical di-
rection, which is the axis orthogonal to the surface of the deformable
body being manipulated. The local linear model of the manipulator in

Freaquency, rad/sec
Human Operator Uncertainty Term

the vertical direction around the operating region is estimatéd as 30
. 257
F 5% 4+ 3.7355 + 3.878 x 107*
I =Z4s === = — . (29) o0t
X 1.16852 4+ 50.77s 4+ 5.032 x 10*
15F
This model is constructed from experimental black-box system identi- 3
fication. g 10
The following environment and operator impedance variations are 2 5¢
considered: S ok
3]
= 5.
Z. €{(Bes+1)K.:0< B, < 00,0 < K. < o0} -
(20) -10f
(I\/Ihopsz 4 Bhops + 1) Kpop = -15¢
Zhop € 0 < Mpop £0.05 x 1072, 205 < » \
0.021 < Bhop < 50,0.2 < Kpppp < 2 10 10 10 10
Freauencyv. rad/sec
(21)
) ) ) Fig. 5. Uncertainty weighting functions. (a) Environment uncertainty term.
with nominal impedances (b) Human operator uncertainty term. Dashed line is the upper bound for the
uncertainty.
Z. =0.35(0.05s + 1) (22)
Zhop =1.51(0.05 x 10™°s% + 0.0219s + 1). (23)

This upper bound requires good position tracking at low frequencies

. o ) where the voluntary hand movements occur. The first term is chosen
The range of. represents environments from zero to infinite St'ﬁnesﬁsing the sensitivity functio atG

. . . . o s = 0.25 and the remaining terms
and damping. The nominal value &t is the stiffness of the silicone are chosen to accommodate underdamped behavior occurrieig for

gel we used in experimental evaluation of the teleoperation systemg)ip- 1 resultingb(s) practically puts a lower bound on the slave
[17], which is also within typically reported soft tissue stiffness Value?rosition gain agi, > 0.25

The range and nominal value &,.,, were partly experimentally de- t
termined from subjects using the haptic interface and partly estima\%ip
using the values reported in the literature [10], [18], [19].

The following upper bounds for the uncertainty terms of (13) al
(15) are used in the stability analysis:

is important to note that the stability analysis performed with these
er bounds is conservative in the sense that it does not completely
capture the dependence of the uncertainty weighting function on the
own variables, such as controller gains. For example, the bound in
(24) is chosen to be a constant transfer function, whereas it is actually

$242%0.1x2204220° s possible to pick an upper bound which is a function of the controller

B(s) =10>2° o ;"2(;210'+10r2 15 t1 (24) 9ains. This dependence is a nontrivial function of controller gains, so
2 TGO 55 T 1 a constant upper bound is used here.
o 22 E2X0.1x20842082 s g It is also possible to find a single upper bound for the combined en-
Wan(s) =10'7/20 52+2X0‘250X8f79+1792 2001 (25) vironment and operator uncertainties. However, the combined bound
1792

would have been completely independent of controller gains, whereas
: . : bound constructed from pieces has some (even though not com-
These upper bounds are determined by systematically varying the pa- . . . .

bp y sy y varying ete) dependence from (13), sirfee is a function of controllers. This

rameterss,, B., and K, for (24), andG..., Mnop, Bhop, and Kpop . | i bound th Id aet with a sinal
for (25) within their specified limits (see Fig. 5). The upper bound useg/es a 1ess conservative upper bound than we would get with a single
+1

X g o constant term.
for the tracking sensitivity function is The fidelity plots for the KFF and PERR controllers superimposed
= 3/ s 4 1\3 with isostability curves are shown in Fig. 6. The fidelity—stability
< - T 1> < 180 T 1) . tradeoff can easily be observed on these plots, as the stability degrades
160 250 as fidelity improves. The resultirgphacurve is shown in Fig. 7. This
4All the units are in Newtons for force and millimeters for distance. curve predicts that using a force sensor will improve the performance

Zs

M) = G517

(26)
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ment. This permits us to achieve better fidelity. It is possible, however,
to encounter conditions beyond this limited set. For example, in robotic
telesurgery, the slave manipulator could temporarily contact a rigid ob-
stacle. However, under such conditions, the importance of fidelity be-
comes secondary to maintaining stability. The controller designed in
the case study could be used as a local high-performance controller
in a hierarchical design framework. Using a safety controller as sug-
gested by Cavuglu et al.[20] or a switching controller similar to that
suggested by Hannaford and Ryu [21], the controller could switch to
a high-stability, lower fidelity mode under such temporary conditions.
If it is preferred to have a single controller instead of a hierarchical
controller, one could choose the set of all passive environments for the
stability criterion in Section I, but of course this would decrease per-
formance.

It is important to note that the stability measure developed here is
on the conservative side for the specified uncertainties, mainly due to
modeling errors in the weighting functions. It was possible to manually
increase the gains of the physical setup and still maintain stability. It
may be more appropriate to use a structured uncertainty model to best
capture this kind of uncertainty. Linear fractional transformations may
provide a better framework to model the uncertainties.

We are also working on a more detailed model of the system which
includes the noise and the dynamic characteristics of the force sensor
which were not modeled in the analysis here. Including the nonideal-
ities of the sensors is important to make a better comparison between
the sensory schemes. For example, absence of noise in the force sensor
model gives an unfair advantage to the KFF algorithm inahgha
curve analysis. These modeling efforts will emphasize developing other
quantitative means to compare sensory schemes.

Operator performance is one of the important components of tele-
operator design. Therefore, experimental evaluation of control algo-
rithms is crucial. The most prominent experimental studies are the ex-

Fig. 6. Fidelity of the PERR and KFF architectures as a function of controllgerimental studies at the NASA Jet Propulsion Laboratory [22]-[24]

parameters. Contours of constant stability are shown overlaid on the fide
surface for comparison. Note that stability decreases as fidelity increases.
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hd by Lawn and Hannaford [25] comparing various teleoperation al-
gorithms within the context of operator performance. However, the ex-
perimental tasks used in these experiments are not suitable for evalua-
tion of telesurgical systems. An experimental methodology to evaluate
operator performance using teleoperation systems in a task more repre-
sentative of surgery, complementing the control design procedure pre-
sented here, was presented by the authors in [17]. The task used was an
inclusion-detection task to simulate the palpation of soft tissue during
surgery, evaluating teleoperation systems in a compliance-discrimina-
tion task. This study was performed before the control design procedure
had fully matured to the form presented here. To replicate these experi-
ments with controllers designed using the full control design procedure
presented here is one of the intended thrusts of our future research.
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